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Introduction

In this lecture we will develop a functional analytic approach to linear partial
differential equations. We will introduce three approaches to linear partial
differential equations:

e The distributional formulation that leads to funamental solutions.

e The weak formulation that leads to Sobolev spaces and the Lax—Milgram
theorem for existence and uniqueness of solutions.

e The notion of strongly continuous semigroups for dynamic (time depen-
dent) systems, which gives existence and uniqueness results in form of
the Hille-Yosida theorem.

Our focus will be on the semigroup theory, which opens the field of the
analysis of a lot of physcially motivated systems. Questions that arises in
this context are long-time behaviour, stability, controllability, observability,
etc. These pursuing questions are unfortunately beyond the scope of this
lecture, but we will present the gateway drug.

For fundamentals in analysis in German we want to mention the very
good references [8, 9].
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Chapter 1

Motivation

Let us regard the following setting. We have a matrix A € C™*™ an initial
state xg € C™ and the following ordinary differential equation

x(0) = xp.

Here the space C™ is called the state space and elements of the state space
are called states. The unknown is the function x: Ry — C™. The solution
to this problem is given by the matrix exponential

z(t) = ea.

Example 1.0.1. Let us regard the following system that is derived from
a mass spring equation, where m > 0 is the mass and k& > 0 is the spring

constant:
d Il(t) o 0 % ZE1(t)
[xg(t) = 0 120,
—— ——— ——
=a(t) =A =a(t)

In order to really calculate the matrix exponential we have to find out the
eigenvalues and eigenvectors of the matrix A. Solving det(4A — A\) = 0 gives

A= 4iy/ % The corresponding eigenvectors are given by

—i i
vlz[m} and ’UQ:|:\/%:|.
We denote the matrix composed of the normalized eigenvectors by V, i.e.,
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2 1. Motivation

1 . .
= v v
V \/m[ 1 v2]. Hence, we can diagonalize A as

i
A=V m vt

the matrix exponential is given by

k k
tA _ tVDV*l_Zt (VDV 1)k _Vzt D
e = o k! !

k=0
in/
etl pes 0

0 etV

Thus, the solution of the differential equation is

! .

=V v

A
etl - 0
k

0 e Vo 0

However, we want to solve an equation like the heat equation

0 0?
ax(ta C) 8C2

(with possible additional boundary conditions). In order to mimic the
previous approach we fix a function space, e.g., LP(a,b) or C?(a,b). In
particular we will work most of the time in L2(a, b), because this is even a
Hilbert space. Now we make the following change of perspective and regard
the function

2(t,¢) W

z: Ry x (a,b) = C
as
z: Ry — L%(a,b) by x(t) = x(t,-),

i.e., z(t)(¢) = x(¢,¢). This means that instead of regarding the function in
time and space simultaneously we regard the function “only” in time, but for
every point in time the function does not map into C, but in L?(a,b), i.e
x(t) is again a function. We can interprete this as looking for every point in
time at all positions simultaneously.

By this reinterpretation the differential operator 6‘9—;2 is a linear operator
on L2(a,b), which we will denote as A. Consequently, we rewrite (1.1) as

Gx(t) = Ax(t),
x(t) = xp.

Hence, we would like to construct something like the matrix exponential et
for a linear operator A.



Chapter 2

Distributions

We will introduce a concept that allows us to regard derivatives even for
non-smooth functions. Distributions are very carefully covered in [7].

2.1 Fundamental lemma of calculus of variation

The fundamental lemma of calculus of variation is important to justify that
our generalized notion of derivatives is well-defined.
Recall the definition of the convolution

(f * 9)a /fx— dA(y).

Proposition 2.1.1. Let f € LP(R?) for p € [1,+00) and t € RY. Then we
define f, by f,(x) = f(x +y). For fized y € R the mapping f — f, is an
isometric isomorphism. Moreover, the argument translation mapping

{Rd — L”(]Rd)7
Tf:
y o= fy

is uniformly continuous, i.e., for all ¢ > 0 there exists a § > 0 such that
Iy =2l <0 = (| Ts(y1) = Tr(y2)ll <€
(independent of y1 and ys).

Proof. Clearly, f — f, is linear. Moreover,

1,12, /Ify )P dA(z /Ifw+y|”d?\ /|f )P dA(
:”f”Lpa

which implies that the mapping is also isometric. Its inverse is given by

I



2. Distributions

Recall that set of step functions of the form

m

ZO{ﬂlRi, (21)
i=1

where o; € C and every R; is a rectangular cuboid of the form H?Zl(aj, b;]
is dense in LP(R?).

T2 )

b2
b2 — o

az
az — Y2

ar a1 — Y1 by bl_ylrl‘l
Figure 2.1: Intersection of R and R — y

For R = H 1(aj,bj] and f =1 we have f,(z) = Lr(z+y) = Lr_y(x),
where R —y = H;l:l( a; —y;,b; —y;]. Hence,

I£ =Tl =15 = £l = [1Ln = Loy A

=AR\(R-y)U(R-y)\R)
=AR) - MRN(R-y) + MR —y) —AN(R—t)NR).
(2.2)

Recall that the Lebesgue measure A is translation invariant. Therefore,
AR) = A(R — y). Moreover,

s
i
==~

RN(

=

d
(aj,b; H — ¥, b5 — yj]

<.
Il
-

Il
E&.

(a; — min(0, y;), b; — max(0, y;)]

<.
—

and A(RN (R —y)) = Tj_, (b; — a; — y;]) for |y;| < (b; — a;). Hence, we
continue (2.2):

1f = Tr(WIILe = 2MR) = 2MR N (R —y))
d

2] —a;) = 2] — a; — ly;])-

j=1 j=1



2.1. Fundamental lemma of calculus of variation 5

Consequently Tt (y) converges to f for y — 0. If f is a step function of the
form f =37" a;lg,, then Ty = 37" | aTy,, , which implies that also T (y)
converges to f for y — 0.

For f € LP(RY) arbitrary, there exists a sequence (s;);en of step functions
(of the form (2.1)) that converges to f. For an arbitrary € > 0 there exists
an lp € N such that ||f — s;]| < e for all I > ly. For fixed | > [ there exists a
Yo € R such that ||s; — T, (y)|| < € for all ||y[/oo < [|yo]|oo- Consequently,

If =T = IIf —s1+ 51— Ts,(y) + Ts, (y) — Tr(v)||
<|f = sill + [Ist = (s)yll + 1(s1)y — fyll < 3e,
—llsi— £l

which implies the continuity of Ty at 0. Note that | T;(y1) — T¢(y2)| =
|| f —T¢(y2 —y1)||- Hence, the uniform continuity follows from the continuity
in 0. a

The next example is very important. We will use the function that we
will construct often subsequently. Moreover, it gives an explicit example of
a C° function with compact support.

Example 2.1.2. Let us regard the function f: R — R defined by

f(.]?) = {exp(_lm), x>0,

0, x <0.

Clearly, f is arbitrarily often differentiable in every = # 0. Hence, in order
to show that f € C°(R) we only have to check the differentiability at 0.

Recall that for every polynomial p we have lim,_, o exp(—2)p(z) = 0 and

therefore lim,_, o+ exp(—%)p(l) =0.

T
For z > 0 we have - f(z) = exp(-L.)
rule for derivatives we conclude <= f(xz)
polynomial p,,. Consequently,

x

! . By induction and the product
= exp(=)pn(2) for a suitable

. d"” . d"”
S, g @) =0=lim S5 /@),
which implies that f € C*(R).
We define the function p: R? — R by

exp(=—), |z| <1,
) { plrar=r)

0, else.

We have the identity p(z) = f(1 — [|z[|3). Since f and = — 1 — [|z[|3 are
C*, we conclude p € C*(R%). Moreover, supp p = B1(0), which implies
p € CX(R). &



6 2. Distributions

Lemma 2.1.3. Let (pp)nen be sequence in L (R?) with compact support
supp pp, such that pn >0, |lpnllLy = 1 and sup,cqupp ., [|ll2 — 0 for n — oo.

Then for every f € LP(R?) for p € [1,00) we have f * p, € L=®(R?)NLP(R?),
where || f  pnllLe < || fllLe and

lim || f — f* pulLe = 0.
n—o00

Proof. Note that p, € LI(R?) for all ¢ € [1,00]. Hence, f * p, € L>®°(R%)
follows immediately from Holder’s inequality:

|(f * pn)(2)] =

dy] < 1l llolle.

1,1 _
Let 5—}-5—1. Then

J.

p

) fW)pn(z —y)dy| d

/]Rd (/ F@)lon(e = 9)7p (x—y)édy)pdx
s /R/l Y on(z - )dy</( )dy>§dx
—

Fubini
B / If(y)\p/ pn(z —y)dady = || fII,
R4 Rd
—_———

=1

shows that f * p, € LP(R?). Finally,

5= ool = [ @)= [ i = sm@a a
= [ [ @ - ra =it a] @
< [ (L1160~ i = ilououti)? ay) ao

Holder

If(ff)—f( Y)IPonly) dy de

Fubini
=/ o) [ 170 = fla =P dsdy
supppn

< sup If = foyllfe
YESuUpp pn

finishes the proof as f_, converges uniformly to f for y — 0. d



2.1. Fundamental lemma of calculus of variation 7

Remark 2.1.4. Note that such a sequence (pn)nen exists Let us regard
the function p from Example 2.1.2. Then we define p = I H p and

pe(x) = e_dp(%).

Clearly, p.(x) > 0, it is also not hard to see that supp p. = B.(0) and
llpellLr = 1. Hence, (p1)nen is such a sequence. The function p is called
mollifier. <+

Note that for f € Lp(Rd) we have

0
&vz (f pe) - f * aixipe

by dominated convergence. Hence, if p is the mollifier from Remark 2.1.4,
then f * p. is in C*°(R?). Moreover, for = & supp f + B.(0), i.e., ||z —y| > €
for all y € supp f, we have

(f % p)(a /’f ol - My—/ e =)y =0

Corollary 2.1.5. Let Q C R? open. Then C®() is dense in LP(Q) for all
€ [1,400).

Proof. Every f € LP(Q) can be extended to f € LP(RY) by defining f(z) =
for z ¢ Q. The compact sets

K, =B,(0)\B

3‘,_‘

(0F) = {:17 e R?

1
dis(, %) 2 % ol <}
n

cover €). Hence flg, converges to f. Moreover, for the mollifier from
Remark 2.1.4 the function flg, * pL is C>°(R?) and has compact support
in Q for k > 2n and converges to flk, for k — oo. a

Lemma 2.1.6 (Fundamental lemma of calculus of variations). Let  C R¢
be open. If g € Ll (Q) is such that

/g¢d>\=o Jor all ¢ € C®(Q),
Q

then g = 0 A-almost everywhere.

Proof. Fory € COO(Q) the product gv is integrable. Moreover, fQ g dA =

0 even for every ¢ € C(R%) (¢ € C=(Q)). We extend gi to R? by
g¥(z) =0 for all z € RY\ Q. Let p be the mollifier from Remark 2.1.4 that
establishes the sequence (p1)pen. Then by Lemma 2.1.3 we have

lim (gv) = pr =gy in LY(R9).

n— oo



8 2. Distributions
Since p1 € C°(R?), we have

(90 +p3)(@) = [ 9) ¥ (= ] dy=0.
Q o
eC™(Q)

and consequently gy = 0 almost everywhere. Since for every x € ) the
function ¢, := p1 (- — x) is strictly positive on the neighborhood B 1 (z), we
conclude from gib, = 0 that g = 0. ’ Q

2.2 Test functions

Let © be an open subset of R?. Before we can introduce distributions we
have to introduce the space of test functions on 2. We define

D(Q) := C=(Q) = {¢ € C=(Q) | supp ¢ is compact in Q}.

We use the notation D(Q) instead of C°°(£2), because we will endow this

space with a special topology. Note that D(Q2) = COO(Q) is not empty as

translations and rescaled versions of p from Example 2.1.2 are in D(2).

Furthermore by Corollary 2.1.5 D(f2) is even dense in LP(2) for p € [1, +00).
For a multi-index o € N¢ we define

d
glel
= i d D% = ————+0.
oli= 2 o and D9 o
For © C R? open and K C Q we define
Dk (©) = {¢ € D(Q)[supp¢ C K} C D(Q).
On Dk () we can define the seminorms

Pa(®) = [|[D¢||s = sup|DY¢(x)].
zeQ

Note that pg is obviously a norm. It can be even shown that every p, is a
norm on Dk (£2). Hence, the family (pa)aeny of seminorms is separating,
i.e., for all ¢ # 0 there exists a p, such that p,(¢) # 0. Therefore, we
denote the locally convex topology on Dg (2) that is induced by this family
of seminorms by 7.

Alternative we can introduce the following norms

[9llm == sup sup|D*¢(z)| = sup pa(¢), m € No.
|a|<m z€Q la]<m

These norms induce the same topology on Dk (£2). Moreover, we have

[8llo < llollr < [[@ll2 < -+ < [llm < [|Bllmtr < -+ -



2.2. Test functions 9

Definition 2.2.1. A Fréchet space is a topological space (X,7T), whose
topology is induced by a metric dist, which makes the metric space (X, dist)
complete. &

Theorem 2.2.2. The vector space Dk () endowed with the previously
defined topology T is a Fréchet space.

Proof. Since ||-||, is a norm, we know that (¢,v) — ||¢ — ¢||,, is a metric.
Therefore,

16— ¥lln
L+ ¢ =¢ln

is also a metric. Recall that the topology Tk is generated by the sets

V(g l-lln:€) ={¢ € D () [l — ¥lln <€}

First we show that the ball BQ—nIF?((b) (w.r.t. dist) is contained in
V (¢, ||*]ln,€) for every n € Ny. For ¢ € By—n e (¢) we have

dist (¢, ) : }:2"

277LM§224< ¥ — &k <9 € ,
T =0l 2 T+[—elr ~° 1+e
which immediately implies
[V = ¢lln <e.

On the other hand for € > 0 we choose ng € Ng such that 2770 < 3, then
V (&, |||, §) is contained in Bc(¢) for n > ng, because

dis - 9= k ||¢ ’l/)”k 9= k 9= k 2n0 e
istlo) < 2 27 T, +an+1 <1 Z <3t

for ¢ € V(¢, ||*||n, ). Hence, the neighborhoods in both topologies are the
same and consequently the topologies coincide.

Let (¢n)nen be a Cauchy sequence (w.r.t. dist). Then (¢, )nen Is a
Cauchy sequence w.r.t. ||-|[o = ||*||cc and consequently (¢, )nen converges
w.r.t. ||:]o and its limit ¢ is continuous. Note that by the same argument
also every (D%, )nen converges. In particular we denote the limit of a%i‘bn
by ; and by the fundamental theorem of calculus

o(x + te;) = lim ¢y, (x + te;) = lim @y, (x / pr On(x + se;)ds

t
=¢(x)+ | i(x+ se;)ds,
0

where e; is the unit vector that points in the i-th directions. Hence, 1; =
22¢ and ¢ € C}(). By induction we even have ¢ € C>(f) and since
supp ¢, € K we have also have supp ¢ C K. Thus, ¢ € D (). a



10 2. Distributions

Remark 2.2.3. Note that a linear functional A: Dg () — C is continuous
w.r.t. Tk, if and only if

Ve>035>0,neNy such that A(V(O7 ||-||n,5)) C B.(0).
This is equivalent to
dn € Ng,c >0 such that |A(¢)| < c[|d]ln Vo € Dr(Q). <>

Remark 2.2.4. A complex measure p can be seen as an element of the
dual space of Dk () (representation theorem of Riesz-Markov-Kakutani) by

Moy = [ oan.

Moreover, also a locally integrable function f (f € L _(£2)) can be seen as
an element of D% (2) by

M@= [ o s
Note that for f € C*(Q2) we have Ay € D) (£2). Moreover, B%f € C(Q)

and consequently A o5 € D5 (Q). Now the integration by parts formula

gives

Af(a(zz,;(b) :/Qf' aiﬁd)‘:_/gaifwd?‘: —A 2 5(9).

Inspired by the integration by parts formula we define the derivative for
elements in D (Q).

Definition 2.2.5. Let A € D5 (Q) and a € N¢. Then we define
(DA)(g) := (=1)!*!A(D¢). ¢

Lemma 2.2.6. Let p be a complex measure on the Borel sets of a compact
set K. Then p is the derivative of a continuous function f on K in the
distributional sense, i.e., there exists an o € N such that A,,(¢) = D*As(¢)
for all ¢ € D (Q).

Proof. For a compact K C Q we find a rectangular cuboid H?zl(ai, +00)

that contains K. Hence, by the fundamental theorem of calculus every
¢ € Dk () can be written as

0@) = [ Uit 6D 000) d



2.2. Test functions 11

1 _

where « ,1). This gives us the following identity

/ pe)dute /]Ri/Rd Iasen y)D* P(y) dy dp(z)
- /Rd /Rd L (as,20) (y) dp(z) Do’ d(y)dy.

=:F(y)

Note that F'is a bounded and measurable f}mction. We can repeat the same
argument for the measure F'(y)dy and D% ¢ and obtain

/ 7(2) DD 6(2) dz,
,Da

where f(2) == [pa L[ (as,0)(2)F(y)dy and o® = (2,...,2). Clearly, f is
contlnuous as an antiderivative. a

Theorem 2.2.7. For every A € Dy () there exists an o € N& and an
f € C(K) such that A = DAy, i.e., A(¢) = (=1)®IA;(D*¢) for all
¢ € Dr(Q).
Proof. Before we show the actual claim we show an estimate for ||-||,,. By
the mean value theorem we have
0
=M
5

where My is the diameter of K. By induction we obtain

6(0)] < Mic mas| -6(a)

[6(a)] < M!ID0, for € N,
Hence, for o™ := (n,...,n), we have
a nd—|a a™
ID*0()] < My~ D" 9|
for every o € Nd with o;; < n for every i € {1,...,d}. Consequently,

o nd—|a a™

[9lln = max [D°6lloe < e MR [D" g . (2:3)

< <
::CH,K

Since A is continuous, there exists a ¢ > 0 and an n € Ny such that

A < clldlln < cCrxcID*" ¢

(2.4)

Note that ¢ ~ D% ¢ is a injective mapping from Dg(Q) to Dk (Q) (a
consequence of (2.3)). Hence the mapping

i { D" D() — C,
' D¢ = A(9),
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is well-defined and by (2.4) even continuous. By Hahn-Banach we can
continuously and linearly extend A to C(K). By the representation theorem
of Riesz-Markov-Kakutani, there exists a measure p such that the extension
of A can be written as S ¥ dp for ¢ € C(K). Therefore, by Lemma 2.2.6
we have

A<¢) = A(Dangb) — /I( Da"¢du — AM(DO/‘¢) L.2:.2.6 DBAf(Dan(b)

— D‘J‘”J“BA(_l)mmf(@.
for an f € C(K). Qa

We have
p)= |J Dk

KCQ compact

and we will endow D(Q2) with the finest locally convex topology such that
all inclusion mappings tx: D () — D(Q), f — [ are continuous.

Definition 2.2.8. We define P as the set of all seminorms p on D(2) that
satisfy

VK C Q compact 3¢ > 0,n € Ng : p(¢) < ¢||¢]|n Vo € Dr ().

Finally, we define the topology 7 on D(2) as the locally convex topology
that is generated by P. <

Clearly, {||-||»|n € Ng} is a subset of P. However, the additional
seminorms in P put more weight on the area close to the boundary of 2, as
they only need to be bounded by ||-||,, on compact sets.

Theorem 2.2.9. Let T be the topology on the test functions D(Q2) from
Definition 2.2.8. Then the following holds:
(i) T is the finest locally convex topology on D(Q) such that ti: Dk (Q) —
D(Q), ¢ — ¢ is continuous for all K C Q compact.

(ii) Tk equals the relative topology of T on Dk (Q).

(iii) Let (X, Tx) be another locally convex topological vector space. Then
a linear mapping f: (D(Q),T) — (X, Tx) is continuous, if and only
if foug is continuous for all K C € compact.

Proof. We show the assertion in the listed order.
(i) Let 7 be locally convex topology on D(f2) such that all i are
continuous and 7 C 7 (7T is finer than 7). Then there exists a set P
of seminorms that induces 7. The continuity of tx: (Dg(Q), Tx) —

(D(2), T) implies that

1k (V(0,5,1)) = { € Dic(2) [ 5(¢) < 1} 2 V(0. [|+[l - €)
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for an n € Ny and an € > 0 or equivalently ||[¢||, < e = p(¢)) <1 for
¥ € D (§)). Hence, rescaling yields

£ 2
D (W) <1 orequivalently p(¢) < =||9|ln
191l ¢

for all ¥ € Dk (), which implies p € P and T=T.

(ii) The continuity of ¢tz implies that 7k is finer than 1 (T) = T| D ()
(Tk 2 T’DK(Q)), where T’DK(Q) ={ONDk(Q)|0eT}.
On the other hand

V(@) (@ [|-llns€) = {2 € D (Q) | [|[¢ — ¥lln < €}
={Y eDQ)||¢ —¥[ln < e} NDk ()
= Vp)(9,[|lln.€) N Dk (Q) € T|DK(Q)’

because ||-||,, is also in P. Since Tk is generated by Vp, ()(®, [|*|[n;€)
we conclude Tx C T‘DK(Q).

(iii) Clearly, if f is continuous, then also f o ¢t is continuous.

Hence, it is left to show that the continuity of f follows from the
continuity of foux: Let @ denote a set of seminorms that induces Tx.
By the linearity of f it follows immediately that ¢ o f is seminorm on
D(Q) (it is not obvious that g o f € P, we will show this). Moreover,
go f ok is a seminorm on Dk (), which is even continuous by
continuity of f otx. Hence, there exists an n € Ny and a ¢ > 0 such
that

g0 f(ixt) < el
et

which implies g o f € P and in particular that g o f is continuous.
Therefore, the preimage of an open set under g o f is open in D(f2).
Recall that the preimage of (—e¢, €) under ¢ is V(0, ¢, €) and these sets
generate Tx. Consequently,

T3 ((—60) =1 (a7 ((~e.0)) =17 (V(0,4.9).

This implies the continuity of f at 0 and since f is linear also its
continuity. a

Theorem 2.2.10. A sequence (¢n)nen in D(2) converges to 0 (w.r.t. T ),
if and only if
o there exists a compact K C Q such that supp ¢, C K for alln € N

e and sup,cq|D%¢n(z)| — 0 for all a € Ng.
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Proof. We show both implications seperately.

[<]: If there exits a compact K such that supp ¢,, C K for all n € N and
sup,eq|D¥@n(x)| — 0 for all o € N§, then (¢,,)nen converges to 0 in D ()
(w.r.t. Ti). Hence, by the continuity of the embedding mapping ¢k the
sequence (¢, )nen converges also in D(Q) to 0 (w.r.t. T).

[=]: For the reverse implication we assume that (¢, )n,en converges to 0
wrt. T. We define A, = ¢, *(C\ {0}) and A := [J,, oy An. Note that
A, = supp¢,. We will show that A is relatively compact in (A is
compact).

Let us assume A is not relatively compact. Then there exists a sequence
(z;)jen in A that has no accumulation point. Since every A,, is relatively
compact there are at most finitely many members of (z;),en in A,. Hence,
by passing over to subsequences of (2;)jen and (¢n)neny We can assume
¢n(z;) =0 for n < j and ¢p(x,) # 0. Inductively we can define a sequence
(¢j)jen in C such that Y 7, cjpn(x;) = 1. Note that ¢ — c;p(x;) is
continuous for ¢ € Dk () for every compact K C Q. We define the mapping
A(p) =72 ¢ijop(x;) for every ¢ € D(2). Note that ¢ € D(Q) has compact
support and consequently there are only finitely many members of (z;) en
in this compact support. Consequently A(¢) is just a finite sum. Therefore,
A o i is a continuous mapping and by Theorem 2.2.9 also A is continuous.
Since (¢n, )nen converges to 0, we conclude A(¢,) — 0, but by construction
we have A(¢,) =1 for all n € N. Hence, our assumption cannot hold and A
is relatively compact.

We define K = A and conclude that (¢, )nen is also a sequence in D (€2).
Since the relative topology of T coincides with Tk, we conclude that (¢, )nen
converges to 0 w.r.t. Tx and therefore

[onllm — 0 for every m € Ny,

which implies [|[D%®,, |« — 0 for every a € Ng. Qa

Definition 2.2.11. We define the space of distributions D'(Q) as the
(topological) dual space of test functions D(Q2). For A € D'(Q2) and ¢ € D(Q)
we define

(A, ) pr ). D) = M)

We will write just (A, @)pr p, if Q is clear and (A, @), if it can’t be confused
with another dual pairing. <>

Remark 2.2.12. Every f € LL () can be regarded as a distribution by

loc

(f,®)pr (), D) = /Q JodA,

where A denotes the Lebesgue measure. If we want to emphasize that we
regard f as a distribution we write Ay, ie., Ay(¢) == [, fodA. This is
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because of the way we constructed the topology on D(£2). Note that if we
would have chosen the topology on D() that is generated by the seminorms
{ll*/l | » € N}, then not every f € LL () would represent a distribution by
this integral form.

A distribution that can be represented by an f € L] () via the previous
integral is called regular. <>

Example 2.2.13. Let us regard the pre-construction p of our standard
mollifier p. on R from Example 2.1.2. This time we regard ¢ — oo instead of
€ — 0. Then the function coverges to the constant 1 function. In particular
we regard the sequence

Gahmeri = (30(3)).

This sequence converges to 0 w.r.t. |||/, for every m € N (but not with
respect to T, because there is no compact set that covers the supp ¢,, for all
n € N simultaneously). Now the function f(z) = e® is certainly in L{ (R),
but

1 1 (%1 2,
/erfﬁn(%)dm > f/ —e%e 2dr = e—(ef —1) = 40
R N nto n n

as n — +oo. Hence f (Ay) is not continuous w.r.t. the topology the is
induce by {||-||» |n € N}. <>

Inspired by the integration by parts formula we define D*A for a distri-
bution.

Definition 2.2.14. Let A € D'(§2) we define the distributional derivative
D“A pointwise for every ¢ € D(2) by
(DA, ¢)pr(0),p) = (—1)/(A, D) () D) - <

Note that a distribution is arbitrarily often differentiable (in the distri-
butional sense).

Example 2.2.15. We define the Heaviside function H¢: R — R by

0, =<0,
Hf(m):{l x>0

Clearly, Hf = 1(g,40)- Its distributional derivative can be calculated by

+oo 400
(Ht, ) o (r),D(R) = — / Hep' dA = —/ ¢'(x)dz = —p(x) . = #(0)
R 0
where ¢ € D(R). Note that dp: ¢ — ¢(0) is continuous and linear, and
therefore an element of D’(R). The function dy is called the Dirac delta or
Delta distribution. <



16 2. Distributions

Lemma 2.2.16. Let (f,)nen be a sequence in Ll _(Q) that converges point-
wise to f € LL _(Q) such that for every compact K C Q there exists an
integrable function gk such that |fn(2)| < gi(x) for a.e. x € K (indepen-
dent of n € N). Then f, converges to f in D'(Q), i.e.,

Tim (fu,¢) = (f,¢) forall ¢€D().

Proof. Let ¢ € D(2) be arbitrary. Then supp ¢ is compact and therefore
there exists an integrable function gsupp ¢ such that |f,(z)| < gsupp o () for
a.e. x € supp ¢. Hence, by Lebesgue’s dominated convergence theorem, we
have

lim | (fu — f, )| = lim

n—oo n—oo

/Q(fn - f)¢d7\’

IN

6ot [ Ifa-flA=0.  Q
"77°° Jsupp ¢

Lemma 2.2.17. Let (A, )nen be a sequence in D'(Q) that converges to
A € D(Q) in D'(). Then D*A,, converges to D*A in D'(Q) for every
o€ Nd.

Proof. Let ¢ € D(£2). Note that also D*¢ € D(2). Hence,
(D¥(An — A), ) = (—1)*/(A,, — A,D?¢) — 0. Q
Theorem 2.2.18. Let A: D(Q) — C. Then the following is equivalent
(i) A is continuous, i.e., A € D'(Q).
(ii) For all K C Q compact A o 1 is continuous, i.e., Ao g € D ().

(i) For all sequences (¢n)nen in D() that converge to 0 (w.r.t. T ) the
image sequence (A(¢n))nen converges also to 0.

Note that the implication (iii) = (i) is not trivial in the sense that the
topology 7T is not induces by a metric and hence sequential continuity does
not imply continuity in general.

Proof. The equivalence of (i) and (ii) is valid by Theorem 2.2.9.

(iii) = (ii): Note that the topology Tx on Dg(2) is metrizable. Since
every zero sequence (¢, )nen in Dg () is also a zero sequence in D(Q) we
conclude that A ot is sequentially continuous and thus continuous.

(i) = (iil): Continuity always implies sequential continuity. Q

2.3 Fundamental solution
Let us regard a differential operator of order k

L= caD%,

la| <k
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where ¢, € C. We could also regard non constant c,, but we will restrict
ourselves to constant coefficients, which simplifies some concepts. Our goal
will to solve the differential equation

Lu=f
for a given f.
Example 2.3.1. The operator of the Poisson equation Au = f is
Lo =0{p+ 050+ -+ 050 = Ad.

Furthermore the differential operator that correspond to the heat equation
Oyu = Au+ fis

Lo =01 — ¢ — 03— - — 0qd = 0} — A¢.

Hence, by adding an additional dimension we can also include time derivatives.
<>

Definition 2.3.2. Let Q C R¢ be open, L a differential operator of order k
and f € D'(Q). Then we say:

(i) A function u is a classical solution of Lu = f, if f € C(Q), u € C*(Q)
and Lu = f is pointwise satisfied.

(ii) A distribution u € D'(2) is a distributional solution of Lu = f, if the
equation is satisfied in the distributional sense, i.e., (Lu — f,¢) =0
for all ¢ € D(Q2). <

Definition 2.3.3. Let Jy be the delta distribution in 0. Then we say a
distributional solution uy € D’(R?) of

LUO = (50
is a fundamental solution of L. <+

Remark 2.3.4. Note that a fundamental solution wug is in general not
unique. If there is a v € D’(Q) such that Lv = 0, then clearly also ug + v is
a fundamental solution. In particular if ¢, = 0, then v = ¢ for ¢ € C is such
that Lv = 0. <+

Note that for f € Li (Q) and ¢ € C°°(Q) it is straightforward to define
YA¢ as Ay¢. However, we can also regard it as

(Ays, ) = /Q VfddA = /Q foddh = (A 0) Vo e D).

Thus for a regular distriubtion A we have (¢¥A)(¢) = A(1p¢). This motivates
the definition for a general distribution A € D/(Q) and ¢ € C>*(Q):

(YA, ¢) = (A, ) V¢ € D(Q).
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Similary we have proceeded with the derivative of a distribution. In general
this strategy of definining operations on distribution by applying the “adjoint”
on the argument (test function) leeds to the term formal adjoint. Note that
the part formal can be missleading, as it does not mean that there is an
extra amount of rigorousness. In fact when we compare it to the L? adjoint,
we will observe that the formal adjoint is less strict.

Definition 2.3.5. Let A: D(2) — D(R) be a linear mapping. If there exists
a linear and continuous mapping B: D(2) — D(2) such that

/ (Ag)pd = / PBoAN Vb, 6 € D(Q),
Q Q

then we say B is the formal adjoint of A and for A € D'(Q2) we define
AN =AoB,ie.,

(AN, ¢) = (A, Bp) V¢ € D(Q).
We will also denote B as A*. <
Note that AA € D'(2) by the continuity of B.

Example 2.3.6. We have already used the formal adjoint to extend the
derivative D% on the distributions. It can be easily seen, by integration by
parts, that the formal adjoint of D is given by (—1)l*/D®.

To show the continuity of D* we only need to show continuity at 0 (since
D< is linear). Let (¢ )nen be a zero sequence in D(2), i.e., there exists a com-
pact K C Q such that supp ¢, C K for alln € N and SupwgﬂHDﬂganOO =0
for every m € N. This implies that also supgj<,,[|D**’énlec — 0, which
gives that also (D%, )nen is zero sequence. Consequently, the mapping
De: D(Q) — D(Q) is continuous. <>
Example 2.3.7. Let us regard the convolution operator A: D(R?) — D(R9),
¢ — ¢* f, where f € L' (R?) with compact support. First of all this operator
is really well-defined:

o ¢x f € C®(R?), because D¥(¢ * f) = D% * f.
e ¢ x f has compact support, because supp ¢ * f C supp ¢ + supp f.

In order to calculate its formal adjoint A* we introduce the operator R: g —
g(—-). Then the following calculation gives A*

/R (Ag)pax
- / o) (x — ) dy () dz = / o)/ (x — y)(z) dy dz
R JR4 d JRd

:/Rdsb(y)/wzﬁ(x)f(x—y)dxdy: R /w x—y)drdy

yr)

= [ o= R dy.
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Hence, A* is basically A again, the only difference that we convolve with
Rf instead of f. Thus, the formal adjoint A* is continuous if and only if A
itself is continuous.

In order to show the continuity of A we have to show that every zero
sequence (¢, )nen is mapped on a zero sequence. Let (¢,)nen be a zero
sequence then there exists a compact KX C R such that supp ¢,, C K for all
n € N and [|[D%@,| — 0 for all @ € N¢. Therefore,

supp A, = supp ¢, * f C supp ¢, +supp f C K +supp f = K.
Moreover,
[ID*Adnlloo = [[(D¥Pn) * flloo < [[D@nlloollfllLr — 0,

which proves the continuity of A and A*.
Therefore, A can be extended to D’ (R%), i.e., for A € D'(R%) we have

(Ax f,¢) = (A, ¢x Rf) Vo € D(RY). 4

Theorem 2.3.8. Let ug be a fundamental solution of L. Then for every
f € LYRY) with compact support the distribution ug * f is a distributional
solution of

Lu=f.

Proof. Note that by our assumptions L has constant coefficients. Hence,
(L*¢) « (Rf) = L*(¢ * (Rf)). Therefore,

(L(uo * ), ) = (uo * f, L*¢) = (uo, (L*¢) * (Rf))
= (Luo, ¢ * (Rf)) = (b0, ¢ * (Rf)) = (¢ = (Rf))(0)

= [ o@)f(x)dz = (f,9),
Rd
which implies L(ug * f) = f in the distribtional sense. a

Example 2.3.9. Let Q =R and L = f—;. Then a fundamental solution of
L is given by

1
uo(a) = gla]
This can be seen by -Lug =He — 1 and L (He — 1) = 6. <

Note that one can extend the convolution to two distribution, where one
has compact support. Then we can get a generalization of Theorem 2.3.8.
Moreover, it can be shown that every differential operator L (with constant
coefficients) has a fundamental solution. This result is called the Ehrenpreis—
Malgrange theorem. For these results we refer to [7].

Moreover, if we want to solve a differential equation on a general Q C R¢
with additional boundary conditions similar to the presented approach with
fundamental solutions, then this leads to Green’s functions, see e.g., [5].
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2.4 Partition of unity

We recall the mollifier from Remark 2.1.4 which is constructed from the
function in Example 2.1.2, i.e.,

—d__1 1
pe(z)=1¢ Tol o (frag=r), el <o,
0, else,

where p is the function from Example 2.1.2; i.e., p(x) = exp(Hx”%il) for
2
lz]|]2 < 1 and O else. Note that

Pe € éoo(Rd)a lpelltr =1 and  supppe € B(0).

Theorem 2.4.1 (Partition of unity). Let K C R be compact and (U;)™_,

an open covering of K. Then there are ay,...,a, € C“(Rd) such that
a(x) €10,1], suppo; C U; and

Zan € [0,1] fora:ERd and Zan )=1 foraxeK.

=1

Proof. Note that for every x € K there exists an i(z) € {1,...,n} such that
x € Uyz). We choose 6, small enough such that Bas, () C Uz(w Clearly
also (Bys, (2))zcx is an open covering of K. Hence, there is there exits a
finite subcovering (Bgzj (z5))7;. We define

Ay =Bs,, (#1) and A;j =By, (;)\ (AyU---UA;q) forj>2.
Moreover, we set § = min{d,; |j =1,...,m}. Then

Aj +§5(0) - B(;Ij (SUJ) +E5(0) - B265’"j (l'j) - Ui(xj)’ (2.5)

We define 3; = 14, * ps. Then supp f; C Uj(,;) by (2.5). Then we have

iﬁj Z (ps 1) ( Zm: ) = (p*Lya,)(x).
i=1 i=1

Jj=1

3

Hence, for z € R? we conclude > i1 Bj(x) € [0,1]. Moreover, for z € K we
have that Bs(z) C (JjZ, A; and therefore 377", 8;(z) =1
Finally, we just sort the 3;: We define i(j) by i(z;) and define

> 8

jei=1(k)

Note that i~!(k) can be empty, but then the corresponding cy is just 0. QO
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2.5 Stokes’ theorem

For this section we want to recall the notion of Lipschitz domains and
Lipschitz boundaries. That is we can locally represent OS2 as the graph of a
Lipschitz mapping. In particular for every p € 92 we find a cylinder C. 1 (p),
a Lipschitz mapping a and the corresponding chart k, see Appendix B.

/ fd/LZ/ FETH @) V1 + [[Va(2)[]2dAg_1(z) .
I0NCe n(p) B.(0)

In order to prove the divergence theorem or Gauf8’s theorem,

/divfdA:/ v- fdpu,
Q Gl9)

we will prove locally [, 0;¢dA = [, v;%) dpu and then obtain the global result
by a partition of unity. Finally, the divergence theorem/Gaufs’s theorem is
just an easy consequence.

Theorem 2.5.1. Let ¢ € D(C. n(p)). Then

/ By A = / Vi dp
QNCe 1 (p) 0NCe n(p)

for every i € {1,...,d}.

We will (without loss of generality) assume that p =0, W = [e1 = ea-1],
v = egq and therefore the chart k and its inverse k~! is given by

T
Z1
T X1

. . -1 . _
k = : and k : = Tg_1

Td-1 Ti—1 Tq—1 o
Td—1

We explain the modification for the general case in Remark 2.5.2

Proof. Let h € C*°(R) be such that

{0}7 CE (_0030)7
h(¢) € {[0,1], ¢ €0,1],
{1}, (€ (1,).

Figure 2.2 illustrates the function A (such a function can be constructed by the
convolution of 1 (g 1 and p. from Remark 2.1.4). We define h,(z) = h(nz),
which converges pointwise to the Heaviside function Hy = 19 o). By the
second condition of Lipschitz boundaries, we have z € QN C. (p) if and
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h
1Akﬁ
1

Figure 2.2: The function h

only if z4 < a(Z), where & = k(z), the projection of z on the first d — 1
coordinates. Therefore, we can write 1 for = € C, ,(p) as a pointwise limit

lo(z) = 10,00y (a(T) = z4) = lim hn(a(Z) —z4) = lim hn(2),
where hy, (z) = hn(a(Z) — z4). Hence 1 regarded as distribution, i.e., as
element of D'(C. 1), is also the limit of h,, (Lemma 2.2.16). The distributional
derivative of 1¢ can be written as (Lemma 2.2.17)

0 .0 0 - i o
8%1-]19 = nh_>rrolo %hm where a—xlhn(a:) = nw;(2)N (n(a(z) — zq))
and w(z) = [Vf(li)} 1+ |Va(2)|?v ([a(i—c)]) (for a.e. x). For ¢ €

D(Ce n(p)) we have

/ aiwdxz—@ ng,w>
QNCe,n(p) Li D/(Ce,n(p)),D(Ce,n(p))

= lim / l/nwz n(a(z) — va))([ £]) dradi

n—roo

change of variables

Tq = a(T)—zq ~\ 1; 9
= n 1 7}1/ a(x Td d d
w;(Z) lim A {3 (nxd)]@/’ ([ (& ) ]) La AT

_ /R @R ([ -])) ey oy 4
= Ad,1Vi([a?f)]>w([afi>]) L+ [[Va(@)]? dz

- / vith dp. u
oQNC. 1 (p)

Remark 2.5.2. In order to make the previous proof work for the general
case we make the following modifications: h,(z) = h(n(a(Z) — x,)), where
7 =k(x)=W"(x —p) and z, = v - (z — p), which is the replacement of z.
Then again

0 - “\ 7/ 7
aT%hn(x) = nw; (Z)R (nfa(Z) — x,)),
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where w(#) = [W ] {Vﬁg@} = —\/T+|[Va@[Zv(k~'(£)). Finally, the

integral over R% has to be split according to the hyperspace W and its
normal vector v. Ag

Theorem 2.5.3 (Stokes’ theorem). Let ¢ € D(RY) and Q C RY be open
with Lipschitz boundary. Then

/Qaiwdxz /mzwdu

Proof. Note that K = suppty N Q is compact. For every p € 00 we
choose €, h > 0 such that the corresponding cylinder satisfies the conditions
for a Lipschitz boundary Definition B.1.1. Hence, the open covering € U
Upecaa Cen(p) of K has a finite subcovering consisting of Oy = € and
cylinders O; = C¢, n,(pj) for j € {1,...,k}. We employ a partition of unity
and obtain (ozj)?zo subordinate to this covering, i.e.,

for everyi e {1,...,d}

k
a; € D(0;), «aj(x)€[0,1], and Zaj(w) =1 for z€QNK.
j=0
We define 9; = a;¢ € D(0;). Hence, we have ¢ = Z?:o 1 and

k k
3i¢d7\:/ ;Y . dh = / A dA.
/Q QNK jz:;) ! JZ:(:) Qno; !

Note that 1o has compact support in Oy = Q and therefore fQﬂOo 0o dA =
fR” 0;1o dA = 0. Therefore, by Theorem 2.5.1 we have

k k k
JZ::O /Qmoj ! J; QNO; ! J; 80N0; ! Folg)

which proves the claim. a

Corollary 2.5.4 (Gauf’s theorem). Let Q C RY be open with Lipschitz
boundary and f € D(RY)?. Then

/Qdivfdxz/mu-fdu.

Proof. Note that f; € D(R?). Hence, by Theorem 2.5.3

d d
dind}\: /8lfld7\: / Z/ifidp,:/ 1/~fd,u. d

This result can be extended to a more general class of functions by
continuity, e.g., H*(Q)?, if Q is bounded. Note that for an unbounded € this
formula cannot be extended to H!(£2)? in general as shown in [11, Re. 13.7.4].
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Chapter 3

Sobolev spaces

In this chapter we will introduce subspaces of LP(£2), where every element
has a meaningful derivative. Moreover, we will introduce the notion of a
weak solution of a differential equation.

3.1 Weak derivative and Sobolev spaces

Since in the folloyving the topology on the test functions is not important,
we will just use C*°(Q) instead of D(€2). This is the usual notation in this
context.

Definition 3.1.1. Let Q@ C R be an open set, p € [1,00] and f € LP().
Then we say f has a weak o derivative, if D*f € LP(2) (in the distributional
sense), i.e., there exists a g € LP(Q) such that

/fDaqﬁd}\:(—l)"/g¢d)\ Vo € C=(Q).
Q Q

We say that then g is the weak « derivative of f or just D*f = g. <+

Definition 3.1.2. Let Q@ C R? be an open set, p € [1,00]. We define the
Sobolev space W™P(Q) of order m € N as

W (Q) = {f € LX(Q) | D*f € L(Q) ¥]a] < m}.
We equip this space with
1/p
ey = (3 I0°p))  for peloc)
loe|<m

and with

1Fllwm () = max [D fllLe(q) for p=oo.

25
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Moreover, for p = 2 we define the inner product

(f, g)wm2) = Z (DYf, D*g)12(q)-

|| <m
As short notation for this norm we sometimes use ||+||m.p- >
Lemma 3.1.3. Let Q C R be open. Then W™P(Q) is a Banach space.

Proof. Note that the product space

Xe= T @) IUa)arsmllxos = max | fallus

’ ol
a€eNy
la|<m

is a Banach space. Moreover, for p # oo the norm is equivalent to

1/p
||(fa)|a\gmHX = ( Z fa”ip(@)) :

lal<m

for p = 0o we define ||-||x = ||-|| x,00 We can identify W™P(Q) as a subspace
of X by
AR
. f — (Daf)\odgm-

This mapping is linear and isometric. The image Y = ran: can be charac-
terized as follows. An element (fa)jaj<m € X is in Y, if and only if,

X¢,B<(fa)|a\gm) = /Q(f(o,.u,o)DB¢ - (_1)Bf6¢)d7\ =0
for all ¢ € C>(Q) and |8] < m, i.e.,

Y= () kerlys.

$eC>(Q)
|8|<m

Note that the mappings I4 3: X — C are linear and bounded. Hence,
ker I g is closed and consequently Y as intersection of closed sets is also
closed. Since W™P(Q) is isometric to Y, we conclude that it is a Banach
space. a

Theorem 3.1.4 (Meyers-Serrin). Let Q C R? be open. Then C*°(2) N
WmP(Q) is dense in WP (Q) w.r.t. ||+|lm,p-

Proof. First we will show that every f € W™P((2) with compact support
can be approximated by C*°(2) functions. Note that supp D*f C supp f and
therefore as all derivatives of f have compact support. In order to convolve
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D% f with the mollifier p. from Remark 2.1.4, we extend D®f outside of
by 0. Recall

D¥(pe * f) = (D%pe * f) = (pe * D f),

which implies that p. * f € C>(R?). By choosing ng > m we

make sure that

suppD¥(p1 * f) Csupp f+B1(0) CQ for n > ng,

which gives p1 x f € C°°(Q) for n > ng. By Lemma 2.1.3 we have
1

£~ Fln = ( S om *p—Dainp) o,

loe|<m

which shows that we can approximate f with C“(Q) functions.
For a general f € W™P(Q)) we will use the previous approximation locally.
We define the following sets that approximate (2

K, =B,(0)\B1(QF) and Q,=B,(0)\B.(F).

We have Q,, C K,, € Q41 C K41 C -+ C Q, where K,, is compact and
(2, is open. Note that convolving 1, g, (o) With pg for € > 0 sufficiently
small yields a function h,, that satisfies

ran h,, C [0, 1], h"|K =1 and h, € C®(Qui1).
Therefore, h, 1 — h,, vanishes on K, O €,,, which implies
Supp(hn+1 — hn) € Qo \ Qn € Qg1 \ K1

Note that (hp11 — hy)f € W™P(Q) and has compact support supp(hy,4+1 —
hn)f € Qnia \ Kn—1. Hence by the first part of the proof for a given € > 0
there exists a k,, € N such that

| (hrs = B = [(hnss = B} F] 51

kn

<
m,p

€
o0 (3.1)
Since supp(hn4+1 — hy)f is contained in the open set 2,49 \ K,,—1 we can
choose k,, € N even larger such that

SUpp(hn1 = hn)f # p o C supp(hngs = hn) + Bir © Qnpp \ Koy
Hence, both (hy11 — hy)f and (Rpg1 — hp) f * pL live only on a small stripe

that becomes thinner and converges to the boun?iary of 0N as n grows. We
define hg = 0 and

o0

he =3 (hng1 = hn)f * P

n=0
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For z € Qy C K; we have ((hny1 — hn)f * pr, ) (2) = 0, if £ < n — 1, which

gives
241

he(@) =Y [(hng1 — hn)f * pol(a) for oeQ.

n=0

::hf(x)

By a telescoping series argument we have f‘m = hg+2f|m = Zf;lo(hm_l -
hn)f’m. Thus, for every z € € the function h. is a finite sum of C>(Q)
functions and therefore C* in x, which gives h. € C*(Q2). In particular,
the finite sum A? is even in C°°(€2), which implies h! € W™P(€2). Hence, for

|a] < m we have

( ) /miwf—he)»pdx)

S

la|<m
< ( > /Q|Da(he+2f— ho)l” d7\> = |[hes2f = hellm
|| <m
41
= |I> (st = ho) f = (s = ) f 5 p s
n=0 " m,p
41
<3 [ s =) S = s = ha) o || <
n=0 .

(3.1)
< e

= 37

By monotone convergence for £ — oo we obtain f — h, € W™P(QQ) and
therefore he € W™P(Q), and h. — f in W™P(Q), which finishes the
proof. a

So far we did not use any regularity assumption on the boundary 92
of Q. However, for some results the regularity of the boundary is crucial.
Fortunately, we only need to impose relatively mild assumptions on the
boundary to obtain the results we desire, namely, €2 should be a Lipschitz
domain.

Moreover, since we are mostly interested in the Hilbert space case p = 2
we will in the following only regard p = 2. In this context it is very usual to
denote the Sobolev space W™2(Q) by H™(Q), i.e.,

H™(Q) == W™2(Q).

Historically these two notations come from different approaches to the
Sobolev space, which turned out to coincide. The space was used H™(€2) for
the closure of C°°(2) NW™2(Q) in W™2(), which coincides with W™2(Q)
by Theorem 3.1.4.



3.1. Weak derivative and Sobolev spaces 29

In particular, we will focus on m = 1, i.e., H'(Q), as this is the most
relevant case for the following.
We define

C=(@) = {fly| f € C*®D},
i.e., f € C®(Q) is also at the boundary C* in the sense that there exists a

C* extension to an open set that contains 0.

Theorem 3.1.5. Let Q C R? be a Lipschitz domain. Then C>®(S2) is dense
in HY(€).

Contrary to C°°(£2) the space C*°() is automatically a subspace of H! ()
as it only contains bounded functions with bounded derivatives. Hence, it
the previous result is really an improvement of Theorem 3.1.4, in the sense
that even a smaller set is dense in H'(Q) under slightly stricter assumptions.

Theorem 3.1.6. Let 2 be a bounded Lipschitz domain. Then the mapping
- { C>®(Q) — L209),
0
e Tl
can be continuously extended to H().

Sketch of a proof. We will only prove the assertion locally for flat bound-
aries. Let Q be a rectangular cuboid and f € C*°(€2) such that it vanishes on
all flat boundary parts but one. W.l.o.g. this boundary part I corresponds

4l

Q

Figure 3.1: Cuboid with normal vector

to the normal vector 1/|F = eq. Now Stokes’ theorem gives

29 vl FI2dy — 2 9\ — - =
/F P dp = /8 vl d /Qadm A /2 [(9af)T + f0uT] dA

c.s.
<2) flle@ IV FllLz) < 2(1f172) + IV FIIF2) = 201 F @)-

For the general case we employ a partition of unity subordinate to cylinders
that admit charts. Then the charts give Lipschitz diffeomorphisms of the
cylinders to rectangular cuboids. With the transformed function we can
proceed as shown. Finally we apply the inverse transformation to obtain
the result. d

The range of the boundary trace 7y will play an important role for
boundary value problems.
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Definition 3.1.7. Let Q be a bounded Lipschitz domain. Then we define

1 . .
H=(09) :=ranyo  with [|fll3 o0 = figgFHFHHl(Q% kg

Actually, defining H%(ﬁﬂ) by the range of =y is a short cut. As the
notation already suggests Hz (9) is a Sobolev space (with p = 2) with
fractional order, i.e., it allows fractional derivatives. Defining these fractional
Sobolev space is beyond the scope of this lecture. However, it turns out
that the range of g coincides with this fractional Sobolev space and also
the norms are equivalent. In fact Hz (09) is even a Hilbert space. Moreover,

Hz (09) is dense in L2(0Q) w.r.t. Itz 00 -

3.2 Weak formulation

In this section we are interested in the differential operator
(Lu)(z) = —div A(z)Vu(z), (3.2)

where A: Q — C%*4 is a measurable matrix-valued function such that there
exists a ¢ > 0 such that

o A(z) <cl forae. z €9

in the sense of positive definiteness. This implies that A is a.e. invertible
and A € L>°(Q; C¥4) and A~! € L>°(Q; C4*4). In order to derive the weak
formulation of

Lu = f,

“|afz =0,

for a given f € L2(Q) (we will later see that we can even allow slightly more
general f), we multiply the equation with the complex conjugated of a test
function ¢ € C*°(Q) and integrate over €. This leads to

|t = [ sy
or in the setting of L2(£2)

(Lu, ¢)12(0) = (f, d)L2(0)-
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We will assume that the solution u is sufficiently regular to apply an inte-
gration by parts formula:

/Q Lu(z)$(z) dz
__ /Q div A(2)Vu(2)p(z) dz

- / A(x)Vu(z) - Vo) de + /d vla) - Ale) Vala) o) d(z)

= / A(x)Vu(z) - Vo(x) de,
Q
where the boundary integral vanishes because ¢ € C°°(Q) Hence, we have
/ Al2)Vu(z) - Vola) dz = / F@)@dz Vo e Q).
Q Q

Again in the setting of L2(£2) this can be written as

(AVU, V)12 = (f, B2 Vo € CZ(Q). (3.3)

In order to make sense of this equation we have to ask u € H(Q2). Moreover,
we want u to satisfy the boundary condition u‘ oo = U, which leads to

u € HY(). Note that (3.3) continuously depends on ¢ w.r.t. [l () -

Hence, we can equivalently regard ¢ in the closure of C°°(Q) in H(Q), which
is H'(Q). Finally, this leads to the weak formulation.

Definition 3.2.1 (Weak formulation). Let L = div AV, where A is a
measurable matrix-valued function such that ¢! < A < ¢ for a ¢ > 0 and
f € L*(Q). Then the weak formulation of Lu = f in © and u = 0 on 98 is:
Find a u € H'(Q2) such that

(AVu, Vo)raia) = (f:0)ra) Vo € HY(Q). (34)
We say u € H'(Q) is a weak solution of the problem, if u satisfies (3.4) <

Note that (u, ®) — (AVu, Vo)12(q) is a continuous sesquilinear form on
HY(Q) and ¢ > (f, ®)12(0) is a bounded antilinear mapping.

Theorem 3.2.2 (Lax-Milgram). Let H be a Hilbert space andb: HxH — C
a bounded sesquilinear form. Then there exists a unique operator B € Ly,(H)
such that

b(z,y) = (Bx,y)u Yo,y H

and ||b|| = ||B||. Moreover, if b is coercive, i.e., there exists a ¢ > 0 such
that b(z, ) > c||z||?, then B is positive, invertible and |B~'[| < L.
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Proof. Note that for a fixed x € H the mapping y — b(z,y) is bounded
and antilinear. Hence, by the representation theorem of Fréchet—Riesz there
exists a unique z, such that b(x,y) = (z,,y) . Since b is linear in the first
argument, we have for x,x2 € H

<Z:c1+)\:1:2;y>H = b($1+>\$27y) = b(xlay)+)‘b(m27y) = <Z:1:17y>H+)\<Z:L’27y>H

Thus, the uniqueness of z, implies 2z, 4+ xzy = 2z, +A2z,. Hence, the mapping
B: H— H, x+— z, is linear. Moreover,

1Bl = sup  [(Bz,y)u|= sup [b(z,y)] = o]
el =lyl=1 lell=lyli=1

If b is additionally coercive, then we have
cllz]* < (B, ) < || Ba|||x] (3.5)

and consequently ||Bz|| > ¢||z||. This immediately gives that B is injective
and has closed range. Moreover, (3.5) implies (Bxz,x) € Ry, which gives
that B is self-adjoint and positive. The injectivity and the self-adjointness
of B implies

{0} = ker B = ker B* = (ran B)=.

Hence, ran B = H and since ran B is closed, we conclude that B is surjective.
Using y = B~ 'z in
Byl = cllyll

implies ||[B~!|| < 1. a

3.3 The negative Sobolev space

We want to solve the weak formulation

(AVU, V) i20) = (f, D12y Vo € H(Q)

for a given f € L2(Q). As already mentioned the left-hand-side of this
equations is a sesquilinear form on H!(Q2) x H'(Q) and the right-hand-side
is bounded antilinear mapping. For a Hilbert space H it is very common
to identify the (anti)dual space by H itself. However, in our case it comes
more natural to choose a different representation for the (anti)dual space.
As already discussed the mapping ¢ — (f, ¢)12(q) is in H', but f is only
in L?(Q2) and therefore in general not in H'(€2). Hence, every element
[ € L?(Q) represents an element of (H'(Q2))". Moreover, two different
elements f1, fo € L2(2) also represent different elements in (H!(Q2))’. This
can be seen by:

(fi = f2,0)120) =0 Vo € HY(Q)
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implies that f; — fo = 0 by the density of Hl(Q) in L2(£2). Hence, we can
say
H'(Q) CL*(Q) € (H'(Q)),

which can lead to some confusion, as (H!(£2))’ can be identified with H! (),
by Riesz representation theorem. This could be used to come to the wrong
conclusion that H!(Q2) equals L?(2). Therefore, it is important to point out
that an identification cannot be replaced with equality in every context. In
this particular situation the important detail is that H*(€) is identified with
(H(2))’ with respect to the inner product (-, 11 () and L?(€) is identified
with a subspace of (H!(£2))’ with respect to the inner product (-, L)
Hence, g € HY(Q) C L2() does not represent the same element in (H'(€2))’
by these two identification.

Since the inner product of L2(2) is much easier to work with, we prefer
to characterize the dual space of Hl(Q) with respect to that inner product.
This leads to the notion of Gelfand triples or rigged Hilbert spaces, see e.g.,
[11, Sec. 2.9] or [2, Sec. 8.1].

Definition 3.3.1. We define the space H~1(Q) as the completion of L%(Q)
with respect to the norm

|<f7 9>L2 Q |
Il = sup =
geH (Q)\{0} ||g||H1(Q)

Moreover we define for f € H=*(Q) and g € Hl(Q) the following dual pairing

lim <fn7 )LQ(Q)7

n—oo

o9 o) =

where (fn)nen is a sequence in L*(€2) that converges to f w.r.t. ||-[|g-1(0). <

Note that by definition of the norm of H=1(£2) we have for every f € L2(Q2)
||<f7 Ju -1(Q), Hl(Q)H (HL(Q))’ H<f’ LQ(Q)H (HL(Q))’ = [[flle- Q)

Hence, The mapping ®: f — (f, )y 1(Q) fi1(q) 1S isometric from L2(Q) to

(H1 (Q))’, which automatically allows us to extend this mapping isometrically
to H1(Q) by continuity. Consequently, every f € H=1(Q) represents an
element in (H'(Q2))’ with the same norm by the dual pairing. The next
lemma shows that also the reverse statement holds.

Lemma 3.3.2. For every 1 € (HX(Q)) there exists an f € H1(Q) such
that

w<g) = <fa g>H—1(Q)7fIl(Q) Vg € ﬁl(Q)

and (|9 i gy = [ l-10)-
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Proof. Note that ¢: H'(Q) — L2(Q) is continuous and injective. Moreover,
for f € L2(Q) we have

(fs > —1Q)H(Q) = =(f, 9>L2(Q) =(f, Lg)L?(Q) = (" f, 9>H1(Q)~ (3.6)

Since the ¢ is a bounded and injective operator, we have ran* = (ker:)* =
H'(Q2), which means ran .* is dense. Furthermore, (3.6) implies |[¢* f||i1 (o) =

| flli-1() for f € L2(Q). For given ¢ € (H'(Q))" there exists, by Riesz
representation theorem, an h € H(€2) such that 19111 ) = [l (o) and
Y(g) = (h,g)u1(q) forall g € H'(Q). Since ¢* is isometric and ran .* is dense

in H(), there exists a sequence (f,)nen in L2(€2) such that (4% fn)nen
converges to g w.r.t. |||l (o). This also implies that (f,)nen converges to
an f € H }(Q) and

(fs > 1(Q),[A1(Q) — hm <fn7 >L2(Q)
= lim < s D) = (b 9 o) = ¥(9)

for all g € Hl(Q) Finally, ||¢||ﬁ11(9)/ = || flla-1(q) follows from the previous
equation. a

This lemma tells us that H=1(Q) is a representation of the dual space of
H!(€). The dual pairing of these two spaces is basically given by the L2(£2)
inner product (up to limits). That is why we say H™1(€) is the dual space
of H() with respect to the inner product of L2(€2). The space L2(9) is
called the pivot space in this context. The triple

H'(Q) CL*(Q) CH Q)
is a so-called Gelfand triple.

Theorem 3.3.3 (Friedrich’s inequality). Let Q be a bounded domain. Then
there exists a C > 0 such that

[flle2@) < ClIV L@
for all f € HY(Q).

Proof. We will show the inequality for f € C‘X’(Q) and conclude it for
f € HYQ) by density. Moreover, we assume that f is real-valued and
conclude the general result by splitting f into its real- and imaginary part.

Let f € C°°(Q) be real-valued. Note that the function z — z; is in
C*°(Q). Hence, z — z1f(x)? is also in C*°(Q). The product rule for
derivatives gives

/QIf\QdA:/Qal(xlf(x)Q)dx—/Q:clal(f(x)Q)dx.
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Note that
/ Or(z1f(x)?) de = / O (x1f(z)?)1de = —/ z1f(2)20,1dz = 0.
Q Q Q

By the boundedness of ) there exists a C' > 0 such that 2|z1| < C for x € Q.
Therefore, we have

I£1122 () = / [fI?dA = */ 212 ()01 f () dz < O fllL2 @IV L2 ),
Q Q

which immediately implies || f||2q) < C||V fllL2(q)- a

Corollary 3.3.4. Let L = —div AV the differential operator from (3.2).
Then for every f € L2(Q) the partial differential equation

Lu=f

has a unique weak solution u € H! (Q) that continuously depends on f €
L2(Q), i.e., ullu ) < cllfllz()-

Proof. This is just a consequence of Lax—Milgram Theorem 3.2.2 and
Friedrich’s inequality Theorem 3.3.3. a

Remark 3.3.5. Note that we can weaken the condtions on A and f such
that we only assume that A € L,(L%(Q)?) is a positive and boundedly
invertible operator and f € H=1(Q). Then the result still holds with where
u depends continuously on f € H™1(Q), i.e., |lullg ) < ¢l flla-1(0)- <>

In order the solve a boundary value problem
Lu = f,
You = g9,

we will just shift u by a function G that satisfies 790G = g. Then we have to
solve

L(u—G)=f-LG,
Yo(u—G) =0.

By substituting @ = (v — G) and f = f — LG we arrive at our original
homogeneous problem.

3.4 Galerkin method

The Galerkin method gives an abstract theory for numerical approaches to
general problems of the form

b(u,v) = f(v) YweH (3.7
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for a sesquilinear form b: H x H — C and a (anti)linear functional f € H’,
where H is a Hilbert space.

In particular, we are motivated by the previous sections and therefore
have b(u, v) = (AVu, Vo)r2(q) and f(v) = (f,v)12(q) for u,v € H(Q) and
f € L%(Q) in mind.

We will regard a family of finite dimensional subspaces V), C H, where
the index h > 0 is an indicator of how good V}, approximates H, i.e., the
smaller h the larger V},. In applications A is usually the mesh-size.

The idea is: instead of solving (3.7) for all v € H we just solve

b(u,v) = f(v) Yv € V. (3.8)

We denote the solution to this problem by u;. Clearly, in general uy # u,
where u is the solution of (3.7). However, if the spaces V}, are choosen
suitably, then u, — u for h — 0.

The problem (3.8) can be reduced to linear matrix equation, if we choose
a basis of {vy,...,v;} of Vj,: We can represent every vector as Zle 05
and by linearity we reduce (3.8) to

b(u,v;) = f(vj) Vje{l,...,k}.

Since also the solution uj, € V}, can be written as uy = Zle B;v; for unkown
B1,..., Bk, we obtain the equation

k
> Bibvi,vj) = f(v;).
i=1
Hence, we define the matrix By, = (b(vi,vj))ﬁjzl and the vectors f, =
(f(vj));’?:1 and B = (3;)F_,, which leads to

BpB = fn- (3.9)

Proposition 3.4.1. Let b: H x H — C a bounded and coercive sesquilinear
form on the Hilbert space H. Then the equations (3.9) and (3.8) admit
unique solutions.

Proof. Note that for 0 # o € C* and w = Zle a;v; we have

k
oM Bra = Z aib(vi,vj)e; = b(w,w) > cl|w||F; > 0.
i,j=1
Hence, By, is a positive definite matrix and therefore invertible. a

Lemma 3.4.2 (Céa). Letb: Hx H — C a bounded and coercive sesquilinear
form on the Hilbert space H and f € H'. Moreover, let u € H be the solution
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of b(u,v) = f(u) for allv € H, V}, a subspace of H and uy, € Vj, the solution
of (3.8). Then

161l

c

_ < N S g —
lw —unllmr < =7 inf [lu—vlla,
where ¢ > 0 is the coercivity constant of b.

Proof. Note that b(u,v) = f(v) and b(up,v) = f(v) for all v € V},. Hence,
b(u—up,v) =0 for all v € V},. Since b is coercive and v — up, € Vj, we obtain

cllu —upl3 < b(u —up,u —up +v —0)
=b(u — up,v —up) + bu — up,u —v)
—_—
< [Iollllw = unl|zllw — vl m

for every v € V},. Hence,
il
Ju =l < im0~ o] .

Proposition 3.4.3. Let the assumptions of Lemma 3.4.2 be satisfied and
additionally

lim dist(w, V) =0 VYw € H.

h—0

Then
lim ||u — up| g = 0.
h—0

Recall that dist(w, V) = inf,ev, |w — v|| g

Proof. For given ¢ > 0 there exists an hy > 0 such that dist(u,V},) < e@
for all h < hg. Hence, by Lemma 3.4.2 we obtain

b
||u—uh||H§”—H inf |lu—v||g <e a
c veV,

There is a lot more to say about the Galerkin method. So this short
introduction to this topic should serve as a gateway drug. The interested
reader is referred to [3]
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Chapter 4

Strongly continuous
semigroups

As motivation we recall Chapter 1, where we looked at the solution of a linear
ordinary differential equation. Let A be a n X n matrix and zy € C" any
initial vector. Then we regard the following differential equation (Cauchy
problem)

The solution of this equation is given by x(t) = e!“xy. The exponential

function is not only defined for matrices, but also for bounded linear mappings
on a Banach space. Hence, this approach to solve differential equations
can easily extended to so called abstract Cauchy problems: Let X be a
Banach space, A be a bounded linear mapping and zy € X. Find a function
x: [0,400) — X such that

(4.1)

Again the solution is given by z(t) = ex.

However, we want to go even further and want to solve this abstract
Cauchy problem for unbounded operators. For unbounded operators the
exponential function is harder to define or not even possible, but if A satisfies
a few conditions we can find something that carries the essence to solve the
abstract Cauchy problem.

A very rich source for strongly continuous semigroups is [4].

39
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4.1 Strongly continuous semigroups

Definition 4.1.1. Let X be a Banach space and T': [0, +00) — L,,(X). We
say T is a strongly continuous semigroup or Cy-semigroup, if

e T(0) =1,
o T(t+s)=T()T(s) for all t,s € [0, +00),

e and t — T'(t)x is continuous for every z € X i.e., T is strongly continuous.

<>

Note that it is actually enough to ask for T is strongly continuous in 0,
as T(t+s) = T(t)T(s) then already implies that T is strongly continuous in
every t € [0, 400).

By the properties of the exponential function we can see that T'(t) = e*4,
for A € L,(X), is a Cp-semigroup.

Lemma 4.1.2. Let T be a strongly continuous semigroup. Then there exists
an M > 1 and an w € R such that

IT@#)|| < Me*"  forall t€[0,+00).

Proof. First we will show that there is an € > 0 such that ||T'(¢)]| is uniformly
bounded for ¢ € [0, ¢]:

Let us assume that this is not true. Then for each n € N there exists a
t, €0, %} such that

IT(En)] = n. (4.2)

Since (¢, )nen converges to 0 and T is strongly continuous we have T'(t, )z — x
for all x € X. Consequently, the set {T'(t,)x |n € N} is bounded in X for
every x € X. The principle of uniform boundedness implies that the set
{T'(t,) |n € N} is bounded in £y, (X), which contradicts (4.2). Thus there
exists an € > 0 such that ||T'(¢)]| < M on [0, €].

We can write every ¢t = ne 4+ 6, where § < e and n € N (n = [£]). This
leads to

IT@)]| = |IT(ne +8)l| = |T()"T(G)] < M*M < MM? = Mez "M,
Defining w as < In(M) finishes the proof. Q

The definition of a strongly continuous semigroup is motivated by the
matrix exponential function ¢ — e*4 for a matrix (or a bounded linear
operator) A. Now we go somehow the opposite direction by deducing a
linear operator from the semigroup. In general this will not be a bounded
operator.

Definition 4.1.3. Let T be a strongly continuous semigroup on a Banach
space X. We define its infinitesimal generator by

A::{B]GXXX’y:}i_%IW}. N
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Note that the infinitesimal generator A is an operator (i.e., mul A = {0}),
since limits in Hausdorff spaces are unique. So for z € dom A we can also
write

T(t)x —
Az = lim 7( )z L
t—0 t

Lemma 4.1.4. LetT be a strongly continuous semigroup, A its infinitesimal
generator and x € dom A. Then

%(T(t)x) =T(t)Ax = AT (t)x.
In particular T(t)z € dom A, if x € dom A.

Proof. Note that for fixed ¢ the operator T'(¢) is continuous. Therefore,

lim T(t+s)z—T(t)x — lim TH)T(s)x —T(t)x

s—0+ S s—0+ S

T _
—7() tim TOTZT A
s—0+ S
On the other hand, we have to check the limit from the left hand side, which
we can rewrite as a right hand side limit

lim Tt+s)z—T(t)x ~ lim Tt)x —T(t - s)x.

s—0— S s—0+ S

Hence, we have to check whether the limit agrees with T'(¢t) Az. Note that
T(t) < Me“! (by Lemma 4.1.2) and that 7" is strongly continuous:

HT(t _gTOT T ) g
< HT(t _ IO =T | 4 T - 5) A — T(t) As
< Me#(t=9) ‘T(s)jx — Az| +||T(t - 5) Az — T(t) Az,
=0
=0

where we used the strong continuity of T for the second summand. Hence,
LT (t)x exists and equals T'(t) Az, which implies T'(t)z € dom A. Finally,

lim T+ s)x—T(t)x — lim T(s)T(t)x —T(t)x AT (b
s—0+ S s—0+ S

For the limit from left hand side we obtain the same, since we have already
shown that the limits agree. d
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Lemma 4.1.5. Let T' be strongly continuous semigroup, A its infinitesimal
generator and x € CY([0,+00); X) such that x(t) € dom A for every t €
[0,400). Then we have the following product rule

ST(0)a(t) = AT(a(t) + T(1)2' (1)

Proof. First we will show that for a function y: (—¢,€) — X that is contin-
uous in 0 we have

T(t+ s)y(s) = T(t)y(0).

For fixed t and s € (—¢, €) we have the estimate | T(t + s)|| < Me®(t+e) = C
from Lemma 4.1.2. Hence,

1Tt + s)y(s) = Ty (0]

< IT@IIT(s)y(s) - y(O)]
<T@ (IT(s)y(5) = T(5)y(0) | + [ T()5(0) = y(O)] )
< |7 (IT)y(s) = 9(O) | + IT()(0) ~ y(0) )

< C?|ly(s) = y(0)I| + CIIT(s)y(0) — »(0)],

which shows T'(t + s)y(s) = T(t)y(0) for s — 0. For t = 0 we only regard
s € [0,¢) and the limit s — 0+.
Finally, we have

T(t+ s)x(t+s) — T(t)z(t)
T(t +ss)m(t +58)—T(t+s)z(t)+T(t+s)x(t) —T(t)x(t)

2t +s) —alt) | T(t+s)a(t) = T(a(t)

=T({t+s)
— T(t)2'(t) + AT (t)z(¢),

where we used the first part of the proof for the first summand and
Lemma 4.1.4 for the second summand. d

Now let T be a strongly continuous semigroup, A its infinitesimal gener-
ator and g € dom A. Then the abstract Cauchy problem

z(t) = Az(t), t€]0,400),
z(0) = xo,

is solved by z(t) = T'(t)xo, as

i(t) = %(T(t)xo) = AT (t)zo = Ax(t)
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and z(0) = T'(0)zg = xo. The next proposition shows that this is even the
only solution. Hence, it is of particular interest to decide whether a given
operator A is an infinitesimal generator of a strongly semigroup, because
then the corresponding Cauchy problem is solvable.

Proposition 4.1.6. Let A be a generator of a strongly continuous semigroup
T. Then x == T(-)xo is the unique solution of the corresponding Cauchy
problem in C1([0, +00); X).

Proof. Let y € C1([0,4+00), X) be a solution of the Cauchy problem with
y(0) = zy. Note that y(s) € dom A (otherwise it cannot be plugged in the
differential equation) and hence AT (t)y(s) = T'(t)Ay(s). For s >t we have,
by Lemma 4.1.5,

d

L Wy(s —1) = AT()y(s — ) = T()y'(s — 1)

=T(t)Ay(s —t) —T(t)Ay(s —t) = 0.
Thus, ¢t — T(t)y(s — t) is constant and therefore
T(s)zo = T(s)y(s —s) = T(0)y(s = 0) = y(s)- d

Therefore, it is natural to ask when a linear operator A is an infinitesimal
generator of a strongly continuous semigroup. We will characterize this by
Theorem 4.2.4. However, the conditions in Theorem 4.2.4 are in general also
not that easy to check. Hence, we will give an easy and sufficient condition
in Theorem 4.3.10.

We can even extend the solution term for initial conditions that are not
in dom A. This will lead to the notion of mild solutions, see Definition 4.4.1

Lemma 4.1.7. Let A be the infinitesimal generator of a strongly continuous
semigroup T on a Banach space X and A € C. Then Ty: [0,+00) = L,(X)
given by Ty (t) :== eMT(t) is a strongly continuous semigroup with infinitesimal
generator A + \.

Proof. For t = 0 we have T)(0) = e°T(0) = I. The semigroup property
follows from the semigroup property of e* and T':

Ta(t+ s) = AT (t 4 5) = MT(£)e T (5) = Th(t)Tr(s).

By the continuity of ¢ ++ e* and t + T(t)r we conclude the continuity
of t — T\ (t)x for every fixed z € X. Hence, T) is a strongly continuous
semigroup.

By the product rule for semigroups (Lemma 4.1.5 with z(t) = e*z) we
have for x € X

%(Tx(t)x) = %(T(t)e’\tx) = AT (x)eMz + AT (t)eMz = (A + T (t)z.

Hence, for t = 0 we get that (A + A) is subset of the infinitesimal generator
Ay of Tx. Applying the same argument to (Ty)_x(t) = e MT\(t) = T(t) we
obtain that Ay — X is a subset of A. Therefore, Ay = A+ A. d
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Lemma 4.1.8. Let A be an infinitesimal generator of a strongly continuous
semigroup T on a Banach space X. Then the following holds:

(i) For every x € X and s,h > 0 we have

% (T(s) /0 ' T(t)a dt) = T(s)(T(h)a — z).

In particular for s =0 we conclude foh T(t)xdt € dom A.

(ii) For every t > 0 we have
x—x—A/ s)xds, forxze X,

and Tt)x —x = / T(s)Axds, for x € dom A.
0

(iii) A is a densely defined and closed operator.

Proof. We show the assertion in the listed order:

(i) By the fundamental theorem of calculus we have

h h h+s
%(T(s)/o T(t)xdt) - %/0 T(t+ s)zdt = %/8 T(t)a dt
=Th+s)x—T(s)x=T(s)(T(h)x — z).

This identity for s = 0 implies fo t)z dt € dom A.

(ii) The previous identity for s = 0 gives

T(h)z — = (i (T(s) /Oh T(t)x dt)>

For x € dom A we further calculate

dt — dt
A / tzxdt = hrr(l) fo Dz fo 2k
s

h
T - T
:/ lim (t+s)x (t)x gt
0

s—0 S

h
:/ T(t)Ax dt,
0

where we used dominated converges for the interchange of the limit
and the integral.

h
:A/O T(t)xdt

s=0
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(iii) Let (zn)nen be a sequence in dom A that converges to z € X w.r.t.
|||l x such that (Az,)nen converges toy € X w.r.t. ||-||x. By item (ii)
we have

Th)x, —2, 1 h

By dominated convergence we have for n — oco:
T(hyx—=z 1 ("
—_— = T(t)ydt.
. N /O (t)y

Finally, by continuity of ¢ — T'(¢)y the right-hand-side converges to y
and we obtain

T(h)x —x
lim ——— =
Hs0 h v
which shows z € dom A and Ax = y, and therefore the closedness of

A.
For arbitrary z € X with have, by item (i), that foh T(t)zdt € dom A.
Again the continuity of ¢ — T'(¢)x implies

1

h
%.IEHJ E/o T(t)xdt = .

Hence, dom A is dense in X. d

Note that the previous lemma item (ii) says in the language of linear
relations that for x € X and h >0

[@Eﬁ@f}eA

Roughly speaking, if the semigroup converges to 0 for i — co we obtain

{fo T(t)xdt} € A and in turn {

—X

-7 ;(t)x dt] c4™

Hence,

oo
A e = —/ T(t)zdt.
0

Since we can always modify the semigroup by multiply by e* such that the
semigroup decays exponentially, we can force this behavior for a modified
semigroup.

Lemma 4.1.9. Let T be a strongly continuous semigroup on a Banach space
X and A its infinitesimal generator. Moreover, let M,w € R be such that
IT#)| < Me*t. Then for Re X > w we have \ € p(A) and

(A—m*xzémaﬂT@ma.
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In particular, Cres. C p(A), where Cres = {\ € C|Re\ > w}. Further-
more, the following estimate holds
M
A- V"< ——
A=) < o

for A € Creso-

Proof. By Lemma 4.1.7 we know that e T'(+) is a semigroup with generator
A — ). Hence, Lemma 4.1.8 item (ii) applied on e *"T'(+) gives

e MT(h)z —z=(A—-)\) /h e MT () dt.
0

Note that by assumption we have the estimate |[e T (t)|| < Me(@—ReMt,
Hence, the semigroup converges exponentially to 0, which implies e =T (h)z—

r — —r and foh e MT )z dt — [ e MT ()2 dt for h — +oco. Since A — A
is closed, we conclude

S = (A-)) /0 T e N at
or equivalently
(A=N"1e=— /OO e MT(t)adt.
Finally, we show the last assertion. Foor n =1 we have
(4 =2al < [Tle N Tel e < [ arelme N el

= =l

M e(w—Re At —
o Red—w’

= ol ——xsx

By induction we can show that
oo oo
(A—XN)""z :/ / e Mttt o t,) dEy - diy,
0 0
By repeating the previous strategy of n = 1 we obtain

A =Xl < Mol [ [T RN g,
0 0

= M]||z|| /OO ew=Ntqr) < M Q
0 - (Re)\—W)n

Note that the integral fooo e T (t)x dt can be seen as the Laplace trans-
form of T'(¢t)z. Hence, it is not completely surprising that we get the inverse
of (A — ), as this exactly what happens for the Laplace transform of e*4, if
A is a matrix (or a bounded operator).

The uniqueness of solutions of the abstract Cauchy problem in Proposi-
tion 4.1.6 also implies that the infinitesimal generator uniquely determines
the strongly continuous semigroup.
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Corollary 4.1.10. Let Ty and T3 be strongly continuous semigroups on a
Banach space X with infinitesimal generators Ay and A, respectively. If
Al - Ag, then Al = 32 and T1 = T2

Or in other words: two different strongly semigroups have different
infinitesimal generators.

Proof. Let € dom A. Then z;(t) := T1(t)x and x9 = Ty(t)x are both
solutions of the Cauchy problem & = Ajx and z(0) = x, because A; C As.
Hence, x1 = x2 and therefore Ty (t)x = To(t)x for all t > 0 and = € dom A;.
Since dom A; is dense in X and both T3 (¢) and T5(¢) are bounded operators
they have to coincide. Hence, also A; and A, have to coincide. a

Proposition 4.1.11. Let T be a strongly continuous semigroup on a Banach
space X and A its infinitesimal generator. Then T': [0,+00) — Lp(X) is
norm continuous (not only strongly continuous), if and only if A is bounded,

ie, A€ Eb(X)

Proof. Recall that for a boundedly invertible operator P € L(X) all
elements Q) € £1,(X) that satisfy ||P — Q| < are boundedly invertible

(this is a Neumann series argument).

. . h
[=]: Let T be norm continuous. Then the Ly, (X)-valued integral [ T(t) dt
exists and we have

(/OhT(t)dt)x = /OhT(t)xdt Ve e X,

because point evaluation is continuous and linear (so it commutes with limits
and Riemann sums).

By the continuity in 0 there exists a § > 0 such that ||I — T(¢)|| < 3 for all

t € [0,0]. Hence,
/ I-T dtH / IT—T(t)]dt < é
2

o ro] <

and consequently [T — & fo (t)dt|| < 5. This implies that } fo t)dt is
boundedly invertible and in turn also fo t)dt. By Lemma 4.1.8 1tem (i)

we have s
(T((S)—I):A/ T(t)dt
0

Since fo t) dt is boundedly invertible we conclude

HP I

-1

(T(5) 1) ( /0 "1 dt) !

and since the left-hand-side is bounded, also A is bounded.
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[«<]: If A is bounded, then A is the infinitesimal generator of ¢ etd =

tA)" o . )
S ( n,) , which is norm continuous as the series converges absolutely for

t in a bounded interval. Since the T' and e have the same infinitesimal
generator, they coincide by Corollary 4.1.10. a

4.2 Hille—Yosida theorem

Lemma 4.2.1. Let X, Y be Banach spaces, D C X dense and (T;)icr a
net in Lp(X,Y) with
lim sup||T;|| < +o0.
i€l

If Ty converges for all x € D, then T; converges strongly to a T € L1,(X,Y)
with |7 < limsup,c, | ;]|

Proof. We define Tz for € D as lim;cr T;x and we set C' = lim sup; || Ti||+
1. Then we have |Tz| < limsup,;c;[|T;||||z||. Hence, we can continuously
extend T' on X such that ||T|| < limsup;c;||T;||. For every z € X there
exists a sequence (,)nen in D that converges to x in X. For given € > 0
we choose ng € N so large that |z, — z| < & and iy € I so large that
| Tixn, — Tan, || < € and ||T;]| < C for all ¢ > ig. Then we have for all ¢ > i

Tz — Tx|| = |Tix — Tixng + Titng — TOny + TTpn — T
<N — T || + (| Tiwng — T || + | T2n, — T
< A Tillllz = o || + € + 1Tl — 20, || < 3e.
Hence, T;x converges to Tz for all z € X. a

Definition 4.2.2. Let X be a Banach space and A be a densely defined
and closed operator on X such that (w, +00) C p(A) for some w € R. Then
we define the Yosida approximant of A by

Ay == 2AAA=-N""+1) for A>w. <>

Note that A is bounded, i.e., Ay € £,(X). Moreover, there is also an
alternative representation for the Yosida approximant:

Ay=-2AQAA-N"+D) = 2AAA-N"T"+A-NA-N)

= AAF A=A A== —ANA- N

Heuristically, (A — A\)~! behaves like —% for large A, therefore we expect
—A(A — X)7! to converge to I in some sense for A\ — +oc.
If we restrict the Yosida approximant on the domain of A, then we even
have
Ayer = -MA—-)N)"'Az for z € domA.

The next result will justify the approximant part in the name of the Yosida
approximant.
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Lemma 4.2.3. Let X be a Banach space and A be a densely defined and
closed operator on X such that (w,4o00) C p(A) for some w € R. Moreover,

let [[(A— X)L < ()\Afw) for some M >0 and A € (w,00). Then

lim Az = Az for all = € dom A.

A—00

Note that every infinitesimal generator satisfies the condition of the
lemma.

Proof. First we will show that —A(4 — \)~! converges strongly to the
identity operator I for A — 4o00. For z € dom A we have

[=MA =Nz —af = [-AMA =N Tle = (A=) THA = V|
1A =N Az = (A= Na)[| = (A= X))~ Az

IN

M

Moreover, we have limsup,_, . |[[=A(4 — A\) 7} < limsup,_, ., 7];4_”;‘) =M.
Hence, by Lemma 4.2.1 the net (—A(4 —A)7!) converges strongly
to I.

Since Ayz = —A\(A — \)~t Az, we conclude that Az converges to Az
for all x € dom A. a

A€ (w,00)

Theorem 4.2.4 (Hille-Yosida). Let X be a Banach space and A: dom A C
X —>X, weRand M > 1. Then A is a generator of a strongly continuous
semigroup T': [0, 4+00) — L, (X) with | T(t)|] < Me“t, if and only if

M

(@, +00) S p(A4) and A=V < 5=

for all A € (w,4+00) and all n € N.

Proof. The two conditions are necessary by Lemma 4.1.9. We will show that
they are also sufficient in several steps. The main idea is to use the Yosida
approximant Ay of A and show that ¢ — et4* converges to a semigroup T
whose infinitesimal generator is A. Hence, we will assume (w, +00) C p(A)

and [[(A—A)7"| < (/\yT)n in the following.

1. Step: Show that the semigroup of the Yosida approrimant is uniformly

bounded in \: The Yosida approximant Ay = —A\2(A —\)"! — X of Ais a
bounded operator, hence, e!4* is well-defined. Moreover,

e 2 —1||n
EAN || [l At —tAZ(A—X) "2 at |—tAZ2(A =X)L
3] = e ceny I
n=0
oo
tn)\Qn M 22 N
— At _ )\t 2 e
Se Y T g = Me et = e

S MeZﬂw"
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if A > 2w as then 22 < 2|w|.

2. Step: Show that e!“*z converges for X\ — oo: For fixed z € X and 7 > 0
we will show that ez is a Cauchy sequence in C([0, 7]; X). First note

'd
et — ety z/ — et 4s and
O s

d
st A 1—s)tA st(Ax—A A st(Ax—A, A
—dseét re(l=8)tAuy — —dse“’t( ATADT ALy — st AN AT AU (A — A

Hence,
'd
sup Hem*a:fem“:rH = sup / *eStAAe(lfs)tA“xds
t€(0,7] tejo,7]l1Jo ds
< sup / Hest(A)\ +tAut(A>\_ )x”ds
te[oT _

tAAe(l s)tA,

sup / Mt ppe2=9teli Ay — A, 2| ds
te[OT

< TMZ AN Ay — Al

Since (Ax)x>0 is a convergent net, we conclude that (e"4*x)y> is a Cauchy
net in C([0, 7]; X) and therefore a convergent net. Moreover, the limit is
also continuous on [0, 7]. For arbitrary ¢ > 0 we choose 7 > ¢, which justifies
that etz converges as A — co. We define this limit as

T(t)z == lim e,
A—00

Hence, T'(+)x is continuous on [0, 7] for every 7 and therefore continuous on
[0, 400).

3. Step: Show that T is a semigroup: By the linearity of the limit we
immediately conclude

Tt) (z+ay) = /\h_)n;o M (z+ay) = )\li_)rrgo My 4 aetMy = T(t)z +aT(t)y.

Moreover, from the estimate in 1. Step we obtain

tw)\

IT@)x| < hmbup”em*xH < hmbupMe < ||z|| = Me™|x]|.
A A

Clearly we have T(0)z = limy_,, ¢z = x. For ¢, s > 0 we have
ITH)T(s)x — ezl
<N T@T(s)z — e T(s)z|| + || T (s)x — etAresArg||
<T@ T(s)x — T (s)x|| + M| T(s)x — e z| — 0,
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as etz converges to T'(t)z for every t > 0 and every x € X. Hence,

T(t+s)z = lim ) = lim et esr g = T()T(s)z,
A—00 A—r00

which shows that T is a strongly continuous semigroup such that | T(t)] <
Me*t.

4. Step: Show that A is the infinitesimal generator of T': For x € dom A we
have

h
T(h)x —z = lim "z —2 = lim et Ay dt
A—r00 A—o0 Jo
h h
= lim et Ax dt+/ N (Ay — Az dt
A—00 Jo 0\ ——

—0

/0 ' T(t)Az.

Multiplying this by % and taking the limit h — 0 gives

A—00 h A—00

_ h
lim Tz == = lim l/ T(t)Ax = Ax. a
0

Theorem 4.2.4 gives a characterization of infinitesimal generators. How-
ever, these conditions are often not so easy to check. Fortunately, in many
relevant problems things can be simplified.

4.3 Contraction semigroups

In a lot of physical motivated examples the characterization for an infinitesi-
mal generator can be simplified. In particular if we have models that only
allow solution that respect certain conservation laws, then the conditions in
Theorem 4.2.4 can be reduced. In most of those physical motivated Cauchy
problems the norm of the Banach space relates to (or is) the energy of a
state (the elements of the Banach spaces are referred to as states). Hence,
the semigroup has to satisfy

1T ()] < ],

because otherwise energy is generated, which contradicts the assumptions of
the model. This leads to the following concept.

Definition 4.3.1. We say a strongly continuous semigroup 7' is a contraction
semigroup, if ||T(t)|| <1 for all ¢ € [0, +00). <>

The infinitesimal generator of a contraction semigroup can be much
easier characterized. For this we introduce the notion of a dissipative linear
relation. In particular we will be interested in maximal dissipative operators.
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Most of the following is also possible in general Banach spaces. However,
we restrict ourselves to Hilbert spaces, as there the situation is even more
accessible.

Definition 4.3.2. Let H be a Hilbert space and A a linear relation on H.
Then we say A is dissipative, if

Re{y,z)yp <0 ¥ [ﬂ € A.

We say A is mazimally dissipative, if there is no proper dissipative extension
of A, i.e., there is no dissipative B such that B 2 A. <>

If A is an operator, then the condition for dissipativity can be formulated
as Re(Az,z)y < 0.

Remark 4.3.3. In literature there is also the term m-dissipative, where the
“m” also originates from maximally, but is defined as: A is m-dissipative, if
A is dissipative and A — 1 is surjective. For Hilbert spaces that is equivalent
to maximally dissipative, but in general not. <

Let T be a contraction semigroup on the Hilbert space H and A its
infinitesimal generator. Then for 2y € dom A the trajectory x(t) = T'(t)zo
solves the corresponding Cauchy problem & = Az and z(0) = z¢. For ¢t < s
we have

[z(s)Il = [IT(s)zoll = 1T (s = )T (t)zoll < [|T(t)ol = [l2(t)]-
Hence, a solution does not grow. Moreover, we have

d 2 d
0> —[le(t)l* = 3 (=), (1))

= (&(t), z(t)) + (x(t), 2(t)) = 2Re(Ax(t), z(t)), (4.3)

which indicates that dissipativity of A is closely related to the contractivity
of T.

Corollary 4.3.4. Let T be a contraction semigroup on a Hilbert space H
and A its infinitesimal generator. Then A is a dissipative operator.

Proof. Let zy € dom A and z(t) = T(t)xg. Then (4.3) for t = 0 gives
Re({Axg,z) < 0. Qa

Lemma 4.3.5. Let A be a closed dissipative linear relation on a Hilbert
space H and X\ € C such that ReX > 0. Then A — X is injective, (A — \)~*
is an operator' such that ||[(A — X)'z| < gLzl and ran(A — X) is closed
i H.

11t is well-defined, but not necessarily everywhere defined or densely defined.




4.3. Contraction semigroups 53

Proof. Let [y] € Aand [Z] € (A—\) such that z = y — Az. Note that (A—
iIm A) is also a dissipative linear relation and therefore Re{y —iIm Az, z) < 0.
Then we have the following inequality

1213 = lly = Azllz = lly — ilm Az — Re Az[|;
<0
= |ly —ilmAz||% —2(ReA) Re(y —ilm Az, z) g + |[Re A% ||z]|%

>0

> Re APl

Hence, A — ) is injective and therefore (A — \)~! is an operator such that

I(A =N~ 2] < gexllll-

Let ([ ])nen be a sequence in (A — A) such that (z,)nen converges to
z € H. Then the previous inequality implies that also (x,)nen converges to
a limit x € H. Since A is closed (and therefore also (A — \)), we conclude

that [Z] € (A — X) and consequently that ran(A — X) is closed. a

Lemma 4.3.6. If A is a mazximally dissipative linear relation on a Hilbert
space H, then (A—1) is bijective, i.e., ker(A—1) = {0} and ran(A—1) = H.

Proof. Note that (A—1) is injective and ran(A—1) is closed by Lemma 4.3.5.
Assume that (A — 1) is not surjective. Then there is a non zero z € H that
is orthogonal on ran(A — 1), i.e.,

0=(y—=z,z2)=(y,z) — (x,2z) forall [}]€ A. (4.4)

If z € dom A, then, by the previous equation and the dissipativity of A, we
have for all [ ] € A

1212 = Re|lz||? = Re(z, 2) ") Re(w, 2) < 0

Therefore, z = 0, which contradicts our assumption z # 0. On the other
hand, if z ¢ dom A, then we extend A to B := span(A U {[ Z,]}), which is
again dissipative. This can be seen by using (4.4)

Re{az + 2, —az +y) = —|a|2||z||2 + Re({az,y) — (x,az)) + Re(z,y) <0

=0

for [y] € A. However, this contradicts the maximal dissipativity of A. Hence,
such a z cannot exist. a

Remark 4.3.7. Note that a maximally dissipative linear relation A does not
have to be an operator even though A —1 is bijective. The most degenerated

counter example is
A::{{O] xEH}.
x
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Note that A is bijective and A — 1 = A. This linear relation is maximally
dissipative, because every proper extension B would violate B — 1 being
injective, which is necessary for a dissipative linear relation. However,
mul A = H. <

Corollary 4.3.8. If A is a mazimally dissipative linear relation on a Hilbert
space H, then (A — X) for A € (0,400) is bijective, i.e., ker(A — X) = {0}
and ran(A — \) = H.

Proof. A — X is injective by Lemma 4.3.5. If A is maximally dissipative,
then also %A is maximally dissipative for A > 0. Hence, by Lemma 4.3.6 we
obtain

H =ran(+A—1) = yran(A — \) = ran(4 — \),

which shows the assertion. a

Proposition 4.3.9. Let A be a closed linear relation on a Hilbert space H.
Then A is maximally dissipative, if and only if A and A* are dissipative.

Proof. Note that if a linear relation B is dissipative, then also B! is
dissipative. Moreover, recall B*~' = B~'" for any linear relation B.

[=]: Let A be maximally dissipative. Then for arbitrary ¢ > 0 the linear
relation A — ¢ is also dissipative and therefore also (A — €)~!. Moreover,
(A —¢€)~! is a bounded linear operator. Hence, for every = € H

0> Re((A —¢)"ta,z) = Re(x, (A — e)_l*x> = Re(z, (A* —¢)"'a),

which leads to the dissipativity of (A* —¢)~! and in turn to the dissipativity
of (A* — ¢€). Therefore, for every [y] € A* we have

0 > Re(y — ex, x) g Re(y, x),

which shows the dissipativity of A*.
[<]: If Aand A* are both dissipative, then (A — 1) and (A* — 1) are both
injective and have closed range by Lemma 4.3.5. Hence,

ran(A — 1) =ran(A — 1) = ker(4* — 1)* = {0}* = H,

which implies A — 1 is also surjective and therefore bijective. Every proper
dissipative extension B of A would violate the injectivity of B —1as A —1
is already surjective. Hence, A is maximally dissipative. d

Theorem 4.3.10 (Lumer—Phillips). Let A be a linear operator on a Hilbert
space H. Then A is the infinitesimal generator of a contraction semigroup
T, if and only if A is maximally dissipative.

Proof. We show the two directions separately.
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[=]: The generator of contraction semigroup is dissipative by Corollary 4.3.4.
Moreover, M, w in Theorem 4.2.4 can be chosen as M = 1 and w = 0. Hence,
(0,00) € p(A), which implies that (A—1) is surjective. Since every dissipative
extension B of A satisfies (B — 1) is injective by Lemma 4.3.5, we conclude
that there cannot be a proper extension A, which implies the maximality of

A.

[<]: If Ais maximally dissipative, then by Lemma 4.3.5 and Lemma 4.3.6
we have (0, +00) C p(A) with

IA=27H <

> =

which immediately leads to [[(A — A)~"| < 5L. Hence, by Theorem 4.2.4 we

conclude A is the infinitesimal generator of a strongly continuous semigroup
T with ||T(t)]| < e = 1. d

Corollary 4.3.11. Let A be a closed and densely defined linear operator on
a Hilbert space H. Then A is the infinitesimal generator of a contraction
semigroup T, if and only if A and A* are dissipative.

Proof. This is Proposition 4.3.9 with Theorem 4.3.10. d

4.4 Mild solutions

Recall the abstract Cauchy problem for an infinitesimal generator A on a
Banach space X: For given z¢ € X find a function z: [0,4+0c0) — dom A
that satisfies

i(t) = Az(t), t>0,

z(0) = xo. (4.5)

We have already discussed that for xy € dom A this problem is uniquely
solved by z(t) := T(t)xq, where T is the semigroup generated by A.

Interestingly, we can even define solutions of the abstract Cauchy problem
(4.5) for initial values zo that are not in the domain of the infinitesimal
generator A. The idea is to look at the integrated equation

/OTj:(t) dt = /OT Az () dt

For the solution z(t) = T'(t)zo where € dom A we can interchange the
integral and the operator A by Lemma 4.1.8 item (ii). Hence, we obtain

I’(T)IoA/OTlJ(t)dt.

This formulation does not require that z(-) maps into dom A, but only
Jo x(t)dt € dom A, which is automatically satified for T'(-)zo (even if zo &
dom A). This leads to the following definition.
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Definition 4.4.1. We say a function z: [0,400) — X is a mild solution of
the abstract Cauchy problem (4.5), if

z(t) —xg = A/o x(s)ds,

where we implicitly demand that fot z(s)ds € dom A. >

Proposition 4.4.2. The mild solution of (4.5) is uniquely given by x(-) =
T(-)xg, where T is the semigroup generated by A.

Proof. By Lemma 4.1.8 item (ii) we know that T'(+)zo is a mild solution.
By linearity it is enough to show that the solution for the initial value ¢ = 0
is unique.

Let z be a mild solution for g = 0. Then

% (T(t ) /O () dr) — Tt — s)a(s) + Tt — s)A/Os 2(r) dr = 0.

Hence, s — T'(t — s) [; «(r) dr is constant, which implies

O—T(t0)/00:E(r)dr—T(tt)/otm(r)dr—/ot:r(r)dr.

Since x is a mild solution for g = 0 we conclude

z(t) =2a(t) —xo = A/O x(r)dr =20

and therefore the uniqueness of the solution. a



Appendix A

Locally convex topology

In this chapter we want to recall the notion of a locally convex topology on
a vector space. In particular we want to present the most important results
for our purpose.

A.1 Basics

Definition A.1.1. Let X be a vector space. Then we say p: X — R is a
seminorm, if p satisfies

(i) p(z+y) < p(x)+p(y) for all x,y € X (triangle inequality),
(ii) plax) = |a|p(x) for all x € X, a € C (absolute homogeneity). <>

Hence, the difference between a norm and a seminorm is that a seminorm
is not definite, i.e., p(z) = 0 does not necessarily imply = = 0.

We choose to introduce locally convex topological vector spaces and locally
convex topologies by a result that characterizes them. As locally conver in
the name already suggests, the usual definition involves convexity of some
parts of the topology. However, we take a shortcut via seminorms.

Definition A.1.2 (Locally convex topological vector space). Let X be a
vector space and P a set of seminorms on X, which is separating, i.e.,

ﬂ p {0} = {z € X |p(z) =0 for all p € P} = {0}.
peP

Then we say the topology T generated by

V(z,p,e) ={y € X|p(x—y) <e}

for x € X, p € P and € > 0 is a locally convex topology on X and X is
then called a locally convex topological vector space or just a locally conver
space. <>
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Remark A.1.3. Let X be a locally convex space and P the set of its
seminorms.

(i) Every V(z,p,€) is convex for x € X, p € P and € > 0.

(ii) By construction W is a neighborhood of = € X, if and only if there
is a finite subset M C P such that

Vie,M.¢) = ] V(z.p,c) CW.

peEM

(iii) Moreover, E' is Hausdorff and

+: XXX > X (z,y)—2x+y
2 Cx X = X, (o,x) = ax

are continuous. <>

Proposition A.1.4. Let X be a locally conver space and P its set of
seminorms. Then we have the following equivalence for a net (x;)ier in X:

(i) z; — x.
(ii) p(z — ;) = 0 for every p € P.

Proof. [=]: Let z; — x. Then by definition of convergence this means
that for every V(x,p, €) there exists an ig such that x; € V(x,p,€), if ¢ > i.
This means p(x — x;) < e, if i > .

[<=]: On the other hand let p(x — 2;) — 0. Hence, for given ¢ > 0 there
exists an ig such that p(z — x;) < e. Consequently, z; € V(z,p,¢), if i > i.
Since sets of the form V(x,p,€) establish a subbasis for the topology we
conclude z; — . a



Appendix B

Lipschitz domains and
boundaries

We want to present the basics for strongly Lipschitz domains and strongly
Lipschitz boundaries. Since we don’t regard weakly Lipschitz domains and
boundaries, we omit the term “strongly” and just call them Lipschitz domains
and Lipschitz boundaries.

A rich source for Lipschitz domains and boundaries is, e.g., [6].

B.1 Definition

Definition B.1.1. Let © be an open subset of RY. We say €2 is a strongly
Lipschitz domain, if for every p € 0f) there exist ¢,h > 0, a hyperplane
W = span{wy, ..., wq—1}, where {w1,...,wg_1} is an orthonormal basis of
W, and a Lipschitz continuous function a: (p+ W) N Be(p) — (—%, %) such

that

IQNCep(p) ={z+alz)v|z e (p+W)NBp)},
QNCepnp) ={z+sv|z e (p+W)NBp),—h < s <a(z)},

where v is the normal vector of W and C. j,(p) is the cylinder {x + dv |z €
(p + W) N Be(p)a 6 € (_h7 h’)}
The boundary 0f2 is then called strongly Lipschitz boundary. <

Note that the condition |a| < % is not really necessary, however it reduces
technical constructions. If it was not already satisfied, we can force it by
shrinking e.

Locally the boundary is given by the graph of a Lipschitz function, see
Figure B.1. Therefore, we can define Lipschitz charts on 0f2 in the following
way. Let p, Cc 1 (p), W, v, a be as in Definition B.1.1. We will also denote
the matrix that contains the orthonormal basis of W as columns by W, i.e.,

99
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Ce,h(p) 1V.%

4

o

Figure B.1: Lipschitz boundary

W € R¥(@=1) Hence, the mapping ¢ — WT( gives the coordinates (w.r.t.
the basis w1, ..., wq—1) of the orthogonal projection of ¢ on the hyperplane
W. We introduce a strongly Lipschitz chart locally at p by

N { OUNCenlp) — B.(0) C R,
' ¢ = WHC-p).
We say that I' .= 9QNC. p,(p) is the chart domain of k. Also every restriction

of a chart to an open non-empty I' C T" (w.r.t. the trace topology) is again a
chart with chart domain I'. The corresponding inverse chart is given by

1, { B.(0) TR = 99N Cenlp),
’ r = p+ Zf;ll ziw; + a(p + 25;11 Tw;)v.

In the case where k is a “restricted” chart, we have k=': U — f, where U is
an open non-empty subset of B.(0) in R¢~!. For notational simplicity we
just write a(z) instead of a(p + Zf;ll xiwi). By this convention we have
a: UCR¥! 5 R and

1 o o x
ENz)=p+Wz+a(zjv=p+ [W v {a(x)] .

Note that in fact W, v and p establish an alternative coordinate system
with origin p. Hence, by translation and rotation we can, most of the time,
assume (w.l.o.g.) that W = (eq,...,e4-1), v = ¢4 and p = 0. This will also
better transport the essence of our ideas. In this coordinate system we have

G G
k : = : and k7 '(z) = N
: : a(z)
Cd Cd—1
However, sometimes it is not entirely obvious that we can reduce the general

setting to this situation or the justification that such a reduction is valid is
as difficult as working in the general setting in the first place.



B.2. Outer normal vector 61

Note that k' is Lipschitz continuous—since a is Lipschitz continuous
by assumption—and therefore k=! is a.e. differentiable by Rademacher’s
theorem, see, e.g., [1, Thm. 2.14]. In particular, k~! € WH(U) and
therefore dk~! is a bounded multiplication operator on L?(U). Hence, if we
don’t write arguments (of functions), then we regard the functions as L?
objects and omit the comment “a.e.”.

Let k: I' = U be a strongly Lipschitz chart. The surface measure on 0f2
is locally given by

w(Y) = / det(dk—1)Tdk=1dAg—; for T CT,
k(T)

where Ay_; is the Lebesgue measure in R?~!. The surface measure is then
defined by a partition of 9. By Lindel6f’s lemma there exists a countable
partition, see, e.g., [10, Ch. 3 § 4]. If 99 is bounded then there exists even
a finite partition. The surface measure is independent of the partition and
the charts, see Proposition B.3.3. Hence, we can switch between the inner
products of L%(T") and L?(U) by

_ -1 —I\Tqr—1 -1
(f,g}Lz(F)7<fok ,1/det(dk—1)Tdk1 g ok >L2(U).

We can even simplify the the determinant term by the following lemma.

Lemma B.1.2. Let k be a Lipschitz chart. Then we have
(dkH)Tdk™' =T+ Va(Va)" and det(dk~1)Tdk™ =1+ || Val|>.
Proof. Recall that k(z) = p + Wz + a(z)v. Hence,
dk~ =W + [31av Orav - -- ad_lafu] .
Since [W U] is a orthogonal matrix we conclude

Oav’

(e dk = [ W+ | (W [orav - Da-ra0] )
Og_1avT
=1+ (Va)(Va)'.

Finally, Lemma B.4.1 gives det(dk~})Tdk~! =1+ || Va|*. Q

B.2 Outer normal vector

In this section we will show that the outer normal vector can be parameterized
by

1 —Va
Ele —— W .
v NI ”][ 1 ]
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First of all note that @ and k=" are a.e. differentiable as Lipschitz continuous
mappings. Hence, we can characterize the tangential space in almost every
p € 090 by the columns of dk~!. In particular for a.e. p € 9 the range
of the matrix dk~*(k(p)) is the tangential space in p on Q. Lemma B.3.1
shows that this space is independent of the chart k.

Locally in C. ;,(p) we can characterize 92 implicitly by

(edNCenlp) < v-(C—p)—a(k() =0.

If W and v forms the standard basis this means just

(2]

Lemma B.2.1. The function

(W o] [_Y“} ok.

s point wise a.e. normal on the tangential space of OS2.

Proof. Let F: Ccp(p) = R, ( = v - (¢ —p) — a(k(¢)). Then clearly,
Fok™! = 0. Hence, by the chain rule we obtain

0=d(Fok™)=(dF) ok tdk™1,

which gives that (dF)T’aszmc (D) is orthogonal on every column of (dk~1)ok.

Note that dk = WT. Thus, again by the chain rule we obtain

VEF =v—W(Va)ok=[W o] [_Y“} ok, 0

Clearly, if we want a unit normal vector, we just have to divide

W o] [Y“} ok

by its pointwise norm.

Theorem B.2.2. The outward unit normal vector on 90S) is locally on
QN Ce r(p) given by

I L (Va)(k(C)
v = W o
©O= Armawor Y [ ]

for almost every ¢ € 02N Ce 1 (p).

Figure B.2 illustrates the proof.
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Figure B.2: Outer normal vector

Proof. Let g € 9QNC. , such that the tangential space exists and s = k(g).
For an x € W N B(p) we can express the corresponding point on surface of
Q by

For notational simplicity we assume p = 0, and that W and v form the
standard basis, which allows us to parameterize 02 with just [af;) ] Since
a is differentiable in s, we have
o] + o]
IVa(s)|?
<

e i) = L] =

Hence, for p > 0 sufficiently small we have a(s — pVg(s)) < a(s), which
implies [g K (va( } ¢ Q. Consequently,
| s —Va(s)
o+ wio) = [0+ ] g0
Therefore, v(q) points outward €. a

B.3 Independence of the charts

Note that for two strongly Lipschitz charts ki: I'y — Uy, ko: I's — Us with
overlapping chart domains (i.e., 'y Ny # @) we have that the columns of
dk; ' (k1(¢)) and the columns of dk; ' (k2(¢)) span the same linear subspace
of R? for a.e. ¢ € Ty NIy, namely the tangential space of OQ at ¢. The next
lemma will specify this.
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Lemma B.3.1. Let ky: T'y — Uy and ko: T's — Uy be strongly Lipschitz
charts. Then

ran [dky ' (k1(¢))] = ran [dks ' (k2(C))]  for a.e. ¢ €TiNTy.
Moreover,
(k7T o (kyoky ) dky ' = d(ky o kg t). (B.1)
Proof. The first assertion follows from
dky ' =d(kytokiokyt) = (k) o (kpoky B d(ky o ky b) (B.2)

and the fact that d(k; o ky')(¢) is a regular matrix for a.e. ¢ € Ty N
[',. Multiplying both side of (B.2) from left with (dk; ')t o (ky o ky!)
implies (B.1). a

Lemma B.3.2. Let ky: 'y — Uy, ko: I's — Uy strongly Lipschitz charts.
Then for a.e. ( € I'1 NTy the following holds

(dky M) (dks )T o k1 (¢) = (dky M) (dky )T o ka(Q).

Proof. Note that by Lemma B.3.1 ran[dk; (k1 (¢))] = ran[dk; ' (k2(€))] for
a.e. ( €Ty NTy. By Lemma B.4.3 (dk; ')(dk; ) 0 k1(¢) is the orthogonal
projection on ran[dk; * (k1(¢))] and (dky ') (dky M) o ko(C) is the orthogonal
projection on ran[dk; ' (k2(¢))]. Since these ranges coincide we conclude the
assertion. a

Proposition B.3.3. The surface measure on 02 is independent of the
partition and the charts.

Proof. It is enough to show that two charts k1: I'y — Uy and ky: 'y — Us
with intersecting chart domains define the same surface measure on the
intersection I'y NI'5. The rest can be done by intersecting the two partitions.

We define the mapping

p. [ R2(01NT2) CU> = k(P NT2) C UL
' v = (kioky '),

which gives a bijective bi-Lipschitz continuous mapping. Note that by the
chain rule we have

dky ' = d(ky ok okyt) = (k7Y o (ko ky Dd(ky o ky ') = (dky 1Y) o TdT.
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Moreover, by properties of the determinant we have

|det dT\\/det(dkfl o T)T(dky ' o T)

= \Jdet(dT)TdT/det(dk; " o T)T(dky " o T)

— \Jdet(dT)T (ko T)T(dk o T)dT

— \/det((dk; " o T)dT)T((dk; ! o T)dT)

= \/det(dk; 1) Tdk; *.

Now for T C I'y NI’y we have by change of variables

/ \/det(dk; ) Tdk dAg_y
k1 ()

_ / det(dk )Tk o T|det AT dAg_y
T (ks (1))

:/ VJdet(dky ) Tdky t dAg_y .
k2(T)

Hence, the surface measure p(Y) is independent of the charts. a

B.4 Some auxiliary lemmas
Lemma B.4.1. Let v € R? then
det(I +vv") =1+ |lv|%

Proof. Note that the determinant of a matrix equals the product of all
eigenvalues. Let by,...,bs_1 denote an orthonormal basis of {U}J‘. Then we
can easily see that each b; is an eigenvector of I 4+ vo' with eigenvalue 1.
Furthermore, (I +vv')v = (1 + ||v||?)v implies that v is an eigenvector with
eigenvalue 1 + ||v]|?. Hence, we have found all eigenvalues and consequently
the determinant equals 1 + ||v]|?. a

Lemma B.4.2. For w € C? with ||w| = 1 the mapping A: v (w X v) X w
is the orthogonal projection on the orthogonal complement of span{w}.

0 —w3 w3z ]
Proof. Note that (wxv)Xw = —w X (wxv) and wxv = [ ws 0wy v,
—w2 Wi 4
Therefore,
0 —w 2 Z+w? - — i
3 wWo w5 + w3 W1 W2 w1wWs3
(wxv)xw=—| ws 0 —wy | v=| —wiws wi+wd —wowz | v

—wy Wi 0 —wiw3  —wWoWs w%—&—w%
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Since ||w|| =1 we further have
2
1 0 0 wy wWiWe  WiwWs3
= 0 1 0| — |wwy w3 wowz| |v=>I— wa)v,
0 0 1 WiW3  WoWs w%

which shows the claim. 4

Lemma B.4.3. Let A be an injective matriz and AT = (ATA)"1AT its
Moore-Penrose inverse. Then AAT is the orthogonal projection on ran A.

Proof. Note that ker AT = (ran A)*, ker A = (ran AT)*, and ker AT =
ker AT. Therefore, ker AAT = ker AT = (ran A)*. Moreover,

AATA=A(ATA)T1ATA = A,

which implies that the ran A is invariant under AAf. Consequently AA' is
an orthogonal projection on ran A. a



Appendix C

Linear relations

In this chapter we will introduce linear relations, which can be seen as
a generalization of linear operators or as multi-valued linear operators.
Although it may be possible to completely avoid this concept, it is worth to
use it, as otherwise proofs can become cumbersome and some interesting
links will stay hidden.

Linear relation are treated in details in the first chapter of [2].

C.1 Basics

Definition C.1.1. Let X,Y be two vector spaces over the same scalar field.
Then we will call a subspace T of X X Y a linear relation between X and Y.
A linear relation between X and X will be called a linear relation on X. <

Remark C.1.2. Every linear operator T: X — Y can be identified by a
linear relation by considering the graph of T'. In fact, if we consider mappings
from X to Y as subsets of X x Y then T is already a linear relation. On
the other hand not every linear relation comes from an operator, as {0} x Y’
demonstrates the most degenerated example. <>

The statement [ ] € T can be interpreted as Tx “="y. If T comes from
a linear operator, then this is also its literal meaning. However, for a general
linear relation y is not uniquely determined by z. So from a multi-valued
operator perspective this can be interpreted as y € T'x.

Definition C.1.3. For a linear relation T between the vector spaces X and
Y we define

e domT :={z € X |3y € Y such that [;| € T} the domain of T,
e ran7 := {y € Y |3z € X such that [} ] € T} the range of T,

o kerT:={x € X|[§] € T} the kernel of T,

e mulT :={y € Y||[)] € T} the multi-value-part of T.

67
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We say T is single-valued or a linear operator, if mulT = {0}. e

Remark C.1.4. Every linear relation 7" which satisfies mul7 = {0} can
be regarded as a linear mapping 1" defined on dom T, where Tx = y is well
defined by [y] € T <>

Definition C.1.5. Let X,Y, Z be vector spaces and S, T be linear relations
between X and Y, and R a linear relation between Y and Z.

¢ SHT={[,inl€ X xY[[f]€Sand[5] €T},
« T = {[] e X xY|[}] €T},
e T = {[{] €Y x X|[}] €T},

[

e RS :={[%] € X x Z|3y € Y such that [y] € S and [¥] € R}. <>

It is easy to check that the sets defined in the previous definition are
also linear relations. Furthermore, if S, T" and R are linear operators, then
the previous definition coincide with the usual definition of addition, scalar
multiplication, inverse and composition.

Definition C.1.6. For a Banach space (X, ||-||) and a linear relation A on
X, we define

o p(A)={AeCU{oo}|(A— N1 € L,(X)} as the resolvent set,
e 0(A) = (CU{o0})\ p(A) as the spectrum,
e 0,(A4) = {\ € CU{oo} |ker(A — N~ £ {0}} as point spectrum, and

o r(A)={AeCU{oo}|(A—N)"1 e Ly(ran(A — )\), X)} as the points of
regular type,

where ran(A4 — \) is endowed with the norm of X and we set (T'—o00) ! =T

and ran(T — oo) := dom7T. <>

Note that the definition of (A — 0o0)~! is just to ensure that co € o(A),
if A is not bounded.

Let A be a linear relation between the normed spaces X and Y. Then A
is a subspace of X x Y, which is a normed space with one of the canonical
norms on a product space. Hence, A can be closed as subspace of X x Y.

Definition C.1.7. Let A be a linear relation between the normed spaces
X and Y We say A is a closed linear relation, if A is closed in X x Y (as a
subspace). A linear operator A from X to Y is called a closed linear operator,
if A is closed in the sense of linear relations. <+

Lemma C.1.8. Let X, Y be normed spaces and A be a linear operator from
X toY (a linear relation between X and Y with mul A = {0}). Then A is
closed, if and only if, whenever a sequence (Tn)nen in dom A converges to x
(w.r.t. ||||x) and the sequence (Axy,)nen converges toy (w.r.t. ||-|ly ), then
xedomA and Az =y ([y] € A).
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The equivalent statement of a closed linear operator in the previous
lemma is often used as the definition of a closed linear operator.

Remark C.1.9. Note that every linear relation A between X and Y has
a closure A in X x Y which is again a linear relation. However, if A is an
operator, then A is not necessarily an operator. <+

Definition C.1.10. We say a linear operator A is closable, if A is an
operator. <

Lemma C.1.11. Let X, Y, Z be Banach spaces, B € L,(X,Y) and A a
closed linear relation between' Y and Z. Then AB is a closed linear relation.

C.2 Adjoint linear relations

Definition C.2.1. Let Hy, Hs be Hilbert spaces and A a linear relation
between H; and Hs. Then we define the adjoint linear relation by

A* = {[92} € Hy x H,
Y1

(y2,T2) 1, = (y1, 1) m, for all [ij € A}. <4

Remark C.2.2. Let H;, Hy be Hilbert spaces. Then the adjoint of a
densely defined linear operator A: H; — H, can be characterized by

[ZQ] cA* o (y2,Ax)p, = (y1,2)m, forall x € domA.
1

This matches the usual definition of a Hilbert space adjoint, if we regard
as A*ys
<y27 AJ;)Hz = <A*y27 $>H1 :

In fact we will later see that for a densely defined linear relation its adjoint
is an operator. <>

In the operator case the next lemma is often used as the definition of
dom A*.

Lemma C.2.3. Let A be an operator (mul A = {0}). Then we can charac-
terize the domain of A* by

ze€domA® & domA>su— (z,Au)y, is continuous w.r.t. ||-||x,-
Proof. If z € dom A*, then there exists (at least one) y € Hy such that
(x, Au) g, = (y,u)y, for all w € dom A.

Hence, u +— (z, Au) g, is bounded by ||y||z, and therefore continuous.
If ¢: dom A — C,u — (x, Au)p, is continuous, then we can extend
this mapping by continuity on dom A. By Hahn-Banach we can further
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continuously extend this on H; (not necessarily uniquely), denoted by (Z)
Since H; is a Hilbert space there exists a y € Y7 such that ¢(-) = (y, ) m,
Hence,

(@, Au)r, = $(u) = (y, u)m,
which implies [y] € A* and = € dom A*. a

Lemma C.2.4. Let Hy, Hy be Hilbert spaces and let A be a linear relation
between Hy and Hy. Then

o (“A)l=—A,
o (—A)tmxm = —Almxms gpd
o (A1) Lmpxmy — (ALmxm)=1,
Proof. We show (—A)~1 = —A~1 by
[fle (A" & [M]ed & [Ped & [5ecdA™t & [j]le-AL

The second assertion (—A)L = — A+ follows from

(1€ (A" < (G115 D, =0 VIi]€A
S (L D m, =0 V3] €A
e [y] € —(Ah).

Finally, (A1) = (A1)~! can be seen by

le @D e (GL1EDaxm, =0 VIi]eA
<[g]7[u]>H2xH1:0 v[vleA
e [yle@n™ a

Proposition C.2.5. Let Hy, Hy be Hilbert spaces and A a linear relation
between Hy and Hs. Then we have the following identities

A= (A=At = —(aH)!
Moreover, A* is closed.

Proof. Note that

<y’u>H1 + <I7U>H2 = <[g]7[g]>H1><H2

Therefore we can reformulate the condition in the definition of A*

w2 []) =0 toan [ € 4} = aor

The other characterizations follow from Lemma C.2.4. The closedness follows
from the closedness of the orthogonal complement. d
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Lemma C.2.6. Let Hi, Hy and H3 be dual pairs and A a linear relation
between Hy and Hy. Then

(i) mul A* = (dom A)*, ker A* = (ran A)*,
(ii) (BA)* D A*B* for all linear relations B between Hy and Hs,
(iii) (BA)* = A*B* for all operators B € Ly(Ha, H3),
Proof.
(i) By the definition of A*, we have
mul A* = {y €Y, ’ [2} € A*}
={yeY2|(0,0) = (y,u) forall [4] € A} = (dom A)~*
——
=0
ker A* = {zeY|[§] € A"}
={zeY1|(z,v)=(0,u) forall[}] € A} = (ran A)*.
——"

=0

(ii) If [;] € A*B*, then there exist a z € Y5 such that [Z] € B* and
[7] € A*. Moreover,

(x,w)ypg, = (z,v)p, forall [;]€ B,
(z,0)p, = (y,uyp, forall [3] € A.

Hence, (z,w)y, = (y,u)qg, for all [1] € BA and consequently [y] €
(BA)".

(iii) Since B is an everywhere defined operator, we can write BA =
{18,]111%] € A}. Therefore,

BA)*z{[i]€Y3><Y1|<9C,Bv>Hg:<y7 u) g, for all | EA}
If [2] € (BA)*, then
(B*z,v)g, = (x,Bv)g, = (y,uyy, forall [}]€ A,

and in turn [ 7] € A*. Clearly, we also have [ 5%, ] € B*. Hence
[y] € A*B*. a

Lemma C.2.7. Let Hy, Hy be Hilbert spaces and A a linear relation between
H1 and HQ. Then .
A* = A,

Proof. By the identities in Proposition C.2.5 we have

A= (- = (A7) =at =3 a
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Definition C.2.8. Let H be a Hilbert space and A a linear relation on H.
We call A

o symmetric, if A C A* and self-adjoint, if A = A*.

o skew-symmetric, if A C —A* and skew-adjoint, if A = —A*.

e normal, if AA* = A*A. g
Remark C.2.9. If A is symmetric/self-adjoint, then iA4 is skew-symmetric/skew-
adjoint. Conversely, if A is skew-symmetric/skew-adjoint, then iA is sym-
metric/self-adjoint. <>

Lemma C.2.10. A self-adjoint operator A, i.e. A* = A and mul A = {0},
is densely defined. A skew-adjoint operator B is densely defined.

Proof. By Lemma C.2.6 we have
dom A = (mul A)* = {0}* = X,

which proves the claim.
Clearly, this already implies the result for skew-adjoint operators, as iB
is self-adjoint. a

Note that the previous result holds only for self-adjoint operators. There
are self-adjoint linear relations that are not densely defined.

Theorem C.2.11 (J. von Neumann). Let T be a closed and densely defined
linear operator from the Hilbert space X to the Hilbert space Y. Then T*T
and TT* are self-adjoint, and (Ix + T*T) and (Iy + TT™*) are boundedly
invertible.

Proof. Since T* = [—(I)x I(’)’ ]TJ-, we have T @ [I?/ _(I)X ]T* = X x Y. Hence,

for [f] € X x Y there are unique € dom7" and y € dom 7™ such that

o] =Ll + [0 (1)

Consequently, h = x — T*y and y = —T'x, which implies z € dom T*T and
h=x+T"Tx.

Because of the uniqueness of the decomposition in (C.1), x € dom T*T is
uniquely determined by h € X. Therefore, (Ix + T*T)~! is a well-defined
and everywhere defined operator.

For hyi,he € X, we define vy = (Ix + T*T)"th; and xo = (Ix +
T*T)*lhg. Then x1,x2 € domT*T and, by the closedness of T', T** = T.
Hence,

(h1,(Ix + T*T) " he) = ((Ix 4+ T*T)w1, 2) = (w1, 22) + (T*Tw1, 23)
= <1‘1,l‘2> + <T$17T1‘2> = <l‘1,1‘2> + <CC17T*TSC2>
= (x1,Ix + T*T)xs) = ((Ix +T*T) *hy, hy),



C.2. Adjoint linear relations 73

which yields that (Ix + 7*T)~! is self-adjoint. Therefore (Ix + T*T) and

T*T are also self-adjoint. Moreover, (Ix +7*T)~! is bounded as a closed
and everywhere defined operator.

By TT* = (T*)*(T™) the other statements follow by the already shown.

a

Applying this theorem to S = AT implies that R_ is contained in the
resolvent set of T*T.

Definition C.2.12. Let X, Y be normed spaces and T a linear operator
between X and Y. Then we define the graph norm of A by

lzll7 = \/llz% + [|[Tz||? for z € domT.

If X and Y are Hibert spaces, then we define the graph inner product
(,y)r = (z,y)x + (Tx,Ty)y for x,y € domT. <

Note that for Hilbert spaces the graph norm is exactly the norm that
is associated with the graph inner product. Moreover, the graph norm is
equivalent to

1/p
(Il + IT2ly) ™, i p # oo,

max(||z(|x, [Tzlly), if p= oo,

[l =

for all p € [1, 00]. Hence, if we don’t work with Hilbert spaces it is sometimes
more convenient to use ||z||r,1 as the graph norm.

Remark C.2.13. Clearly, every linear operator 7: dom7T C X — Y is
continuous, if we endow dom T with the graph norm of 7. <

Lemma C.2.14. Let T be a closed and densely defined linear operator from
the Hilbert space X to the Hilbert space Y. Then domT*T is a core of T,
i.e. dlomT*T is dense in dom T with respect to the graph norm.

Proof. Suppose dom T*T is not dense in dom 7" w.r.t the graph norm of 7T'.
Then there exists an z € dom T such that

0= <$(}, y>T = <‘T7y>X + <T§L’7Ty>y = (.T, (I + T*T)y>X Vy € domT*T,

Note that ran(I + 7*T) = X by Theorem C.2.11 and hence z 1 X, which
implies x = 0. d

Corollary C.2.15. Let T be a closed and densely defined linear operator
from the Hilbert space Hy to the Hilbert space Hy. Then

T\ gomr-r =T
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Proof. Let [y] € T, which is equivalent to € domT and Tz = y. Then
there exists a sequence (z,)nen in dom T*7T that converges to x with respect
to the graph norm of T' by Lemma C.2.14. Hence, ||z, — |7 = ||€n — ||, +
|Txy, — Tl g, — 0. This implies ([ 17 ]) is a sequence in T|domT*T that
converges to [y ].
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